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Abstract

The phenomenon of bridging describes types of non-coreferential entities, which

stand in a prototypical or inferable relationship to a previously introduced discourse

entity. The machine-aided resolution of such bridging relations tries to detect bridg-

ing anaphors and automatically link these anaphors to their antecedents. Research

on automatic bridging resolution is rare and resources for training algorithms on the

problem of bridging resolution are as well.

This thesis therefore introduces new data for bridging resolution in German, the

GRAIN corpus, and evaluates the data with regard to the goodness of annotation

quality and occurring types of bridging. To ensure the generalizability of the ap-

proach, the established corpus DIRNDL is additionally used.

In order to determine the difficulty of the task for the present data, an informed

baseline is implemented and evaluated. Furthermore, a rule-based system based on

Hou et al. (2014) is created in order to perform bridging resolution. To determine

the possibilities of using learning-based models for resolving bridging relations, a

gradient boosting model is trained on the same data as the rule-based system.

The rule-based system performs better than the baseline and achieves an F1-

Score of 5.3% for DIRNDL and 4.0% for GRAIN. An analysis with oracle lists for

the rule-based system shows that many rules do not have any access to the correct

antecedent. The gradient boosting model is able to outperform the rule-based system

for DIRNDL (F1 = 11.3%), but is not able to generalize on GRAIN. The differences

can be explained by looking at the different structure of the corpora and their topic

distribution. Furthermore, the results of the gradient boosting model suggest that

more training data would greatly improve learning-based approaches for bridging

resolution.
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1 Introduction

Bridging might be re-phrased with the term Inference and generally describes any

type of linguistic phenomenon, where users of a language are forced to use some kind

of inference in order to resolve the referent or antecedent of a phrase. See Example

(1) from (Clark, 1975; p. 171, Ex. 19).

(1) I walked into the room. The chandeliers sparkled brightly.

In (1), the phrase the chandeliers can only be understood, i.e. the referent can

only be uniquely identified, by looking into the previous sentence and inducing that

the chandeliers must be the chandeliers of the specific room mentioned before. By

explicitly formulating this reading of Ex. (1), Clark states: “The room mentioned

had chandeliers; they are the Antecedent for the chandeliers.” (Clark, 1975; p. 171,

Ex. 19’, underlining by Clark).

Note however, that bridging is also often understood as being (additionally) lo-

cated on a lexical level, e.g. as a meronymic/holonymic relationship, illustrated in

Example (2), again from Clark (1975; p. 171, Ex. 13).

(2) I looked into the room. The ceiling was very high.

Clark distinguishes here a necessary part (the ceiling in (2)) and an inducible part

(the chandeliers in (1)). It can be argued that this addresses the topic of bridging

from the wrong angle, mixing up a lexical and a referential level of coreference and

information status (Riester and Baumann, 2017; pp. 8–9).

Over the years, many researchers added to the catalogue of Clark (1975), each

time introducing their own understanding of bridging (e.g. Prince, 1981; 1992; Poesio
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and Vieira, 1997; Strube, 1998; Riester and Baumann, 2017). At the same time, the

definition of bridging was always strongly connected to attempts in automatically

resolving bridging relations, i.e. either finding bridging anaphors, linking bridging

antecedents to their anaphors or both. Early attempts in bridging resolution started

in the 1990s with Poesio et al. (1997) and continue to this day.

Motivation for the thesis Bridging resolution is a fairly underrepresented branch

of research. It is often a part of information status recognition, which itself is rarely

done. Moreover, studies on bridging resolution for German data do not exist and

most, if not all, bridging resolution research is for English. Furthermore, previous

research on bridging resolution has shown very limited success for learning-based ap-

proaches, making rule-based systems the current state-of-the-art approaches. Lastly,

the variability of different domains for training data is rather negligible.

Building on these observations, I will follow three main questions in this thesis:

Question 1 What kind of challenges does a bridging resolution system face?

Bridging is a very diverse and under-researched phenomenon. It is not entirely

clear, what kind of features a system needs in order to successfully resolve bridg-

ing relations. This thesis wants to give a thorough analysis of problems that arise

when performing bridging resolution, by not focusing on creating state-of-the-art ap-

proaches, but by clarifying: what features really help for bridging resolution, what

are the limitations of current research in bridging resolution, and lastly what might

be necessary for future research to better handle and understand bridging resolution.

Question 2 Are there special requirements for a bridging resolution system when

dealing with German and non-standard data?

Bridging relies on basic inferring mechanisms that may be identical throughout

languages. Therefore, it does not seem very likely that bridging resolution approaches

proposed for English will differ significantly from German. On the other hand, since
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some bridging phenomena rely on lexical knowledge, it seems reasonable to investi-

gate if German enforces different domains of lexical inference. When talking about

different domains, the question of the type of a text also comes to mind. Hence it

might also be interesting to investigate in what areas different text types influence

the category and realization of bridging.

Question 3 Building on Hou et al. (2014) – can learning-based systems be suc-

cessfully applied to bridging resolution?

As described in Section 3.4, Hou et al. (2014) report that no significant improve-

ment could be achieved using a SVM-based machine-learning system over their rule-

based system. The question arises if this is due to an insufficient amount of training

data or because the chosen machine-learning models are not capable of modeling

such a complicated problem. Since for this thesis, training data is even more sparse

than for Hou et al. (2014), the focus will lie on exploring what is possible at the

current stage of bridging resolution research, as far as using machine-learning.

Structure of the thesis Chapter 2 gives an overview of the various approaches

towards bridging, their history and annotation guidelines covering different kinds of

bridging phenomena. Chapter 3 covers research done in bridging resolution, coming

from different points of view. In Chapter 4, the various resources used in this thesis

are introduced and, in the case of GRAIN, further analyzed. Chapter 5 presents the

two systems evaluated in the thesis, a rule-based system and a gradient boosting

system. Chapter 6 gives details about the conducted experiments on these systems

and the results. In Chapter 7, a broader discussion of the results is undertaken,

interrelating the findings of Chapter 6. Suggestions for future work are looked upon

in Chapter 8. Finally, a conclusion is drawn in Chapter 9, summarizing the contents

of the thesis.
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2 Theories of Bridging

Bridging is a field of research that has not obtained much interest so far. The fact

that it was a sub-field of information status early on did not help the cause of

studying bridging as a stand-alone phenomenon. The definitions for bridging are

highly differing in the research literature and thus guidelines for the annotation of

bridging also differ highly in their sets of labels and number of fine-grained cases.

This chapter provides an overview of the history of the bridging term and of the

different approaches to annotate and classify bridging occurrences.

2.1 A Short History of the Term “Bridging”

Clark (1975) first introduced the term Bridging for a form of inference, more specif-

ically for a form of implicature in the sense of Grice (1975). He sets bridging in the

context of a new-old information paradigm that he calls the “Given-New Contract”

(p. 169) and that is defined by syntactic and intonational features. The Given-New

Contract therefore serves as a tacit agreement between a listener and a speaker, in

that the speaker tries to convey new information to a listener and assumes that the

listener already possesses certain kind of information. Furthermore the listener as-

sumes that the speaker is honestly interested in trying to convey their message and

will mark utterance, from which the speaker assumes they are given information, as

actually given. As soon as the listener is not able to find a plausible antecedent for

this utterance in their own knowledge, they will will try to infer or “bridge” this

antecedent from context. Clark (1975) then defines certain types of these bridging

processes, namely coreference, set membership, metonymy and more abstract con-

cepts like reason, cause, consequence or concurrence.
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Not satisfied with a concept of “shared knowledge”, Prince (1981) introduces

the term of Assumed Familiarity, where a speaker only has an assumption about

what a listener might know and forms appropriate linguistic formulations. In her

taxonomy, Prince (1981) uses the term inferrable for a class of assumed familiarity

that comes closest to what Clark (1975) calls “bridging”. Prince (1981)’s inferrable

entities are inferred by logical or plausible reasoning. Her example that the driver

can be inferred from the phrase a bus suggests that her understanding of plausible

reasoning includes context knowledge plus lexical and world knowledge. Additionally,

she distinguishes containing inferrables from other inferrables; containing inferrables

are those entities, where the antecedent of an inferrable is syntactically contained in

the phrase of the inferrable itself. In Prince (1992), Prince returns to her definitions

of Prince (1981) and uses the term information status the first time for her assumed

familiarity categorization. Her usage of the terms inferrable and containing inferrable

is still the same though, although she provides some more examples on how to

understand them.

Poesio and Vieira (1997) describe the term of associative anaphora developed by

Hawkins (1978), that is more or less identical with Prince (1981)’s inferrable.

Strube (1998) redefines the categories of Prince (1981) by merging them into

more coarse-grained information status classes. Prince’s inferrable and containing

inferrable are hereby combined with anchored brand-new to form the new mediated

label. This means, inferrable entities are now a combination of Clark (1975)’s bridg-

ing, Prince (1981)’s contained inferrable and new discourse entities, which are linked

to other discourse entity. Looking into Prince (1981), it is not completely clear what

she means by anchored and what distinguishes anchored brand-new from containing

inferrable; Prince (1992) does not mention the anchored subcategory at all. As all

examples in Prince (1981) involve phrases, where an indefinite expression contains

a nested phrase with a personal pronoun, like a guy I worked with, this leads to the

conclusion that the category anchored brand-new is created for entities of exactly

this type.
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The mediated category is henceforth used extensively to describe bridging in the

scope of information status classification (e.g. Eckert and Strube, 2000; Nissim et al.,

2004; Nissim, 2006; Rahman and Ng, 2012).

Only when bridging resolution came into the focus of attention, researchers started

to use the term bridging again more frequently (e.g. Poesio et al., 1997).

2.2 Annotation of Bridging

This section will cover some of the proposed ways of annotating bridging anaphors

that were made over time by the research community. All proposals cover bridging

as a smaller part of information status and were used for the approaches of bridging

resolution described in Chapter 3 (except for Grishina, 2016).

The RefLex scheme (Section 4.3) of Baumann and Riester (2012) was used for the

information status annotations of the DIRNDL corpus (Section 4.4). Riester and

Baumann (2017) is an improved version of the RefLex guidelines and was used for

the annotations in GRAIN (Section 4.5).

2.2.1 Nissim et al. (2004)

Nissim et al. (2004) had a great influence on the annotation of information status

and hence also on the annotation of the information status category bridging. They

use the term mediated when talking about bridging, described in Section 2.1. The

mediated category takes a place between the categories new and old and is defined

as being newly introduced into the discourse, by also being inferrable from previous

context or generally known. They define nine subcategories as follows:

1. general Used for generally known nouns, usually proper names

2. bound Used for syntactically bound pronouns, Nissim et al.

(2004) give the following example: “[...] it’s hard to raise

one child without them thinking they’re the pivot of the

universe.” (p. 1024)
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3. poss All possessive relations inside a phrase

4. part Meronymic relation, where the markable is part of a

aforementioned object: “home ... the door” (Nissim

et al. (2004), p. 1024)

5. situation Same as part, but for markables that are part of a situ-

ation, set up by previous context

6. event Used for markables where the antecedent is an event,

e.g. a VP

7. set Used whenever the markable is part of a set or a subset

or super-set of previous context

8. func value Used for values of entities that represent numerical

scales: “I had kind of gotten used to centigrade tem-

perature you know – if it’s between zero and ten it’s

cold.” (Nissim et al. (2004), p. 1024)

9. aggregation Used for coordinated NPs

Markables labeled as mediated are not linked to their antecedents. Nissim et al.

(2004) also perform a reliability study by annotating on the Switchboard corpus1

using their guidelines. The mediated category generally achieves a reliable κ value

of 0.8, while the subcategories part, situation and event get the lowest scores and

part being the worst category in terms of agreement having a κ score of 0.59.

2.2.2 Markert et al. (2012)

Markert et al. (2012) create a corpus of information status annotations on news

data from OntoNotes2, called ISNotes3. They base their guidelines on Nissim et al.

(2004) in that they also distinguish three information status categories: old, new

and mediated. However, their subcategories of the mediated category look slightly

different:

1https://catalog.ldc.upenn.edu/LDC97S62
2https://catalog.ldc.upenn.edu/LDC2013T19
3https://www.h-its.org/en/research/nlp/isnotes-corpus/

https://catalog.ldc.upenn.edu/LDC97S62
https://catalog.ldc.upenn.edu/LDC2013T19
https://www.h-its.org/en/research/nlp/isnotes-corpus/
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1. comparative sometimes also called other-anaphora, used when a con-

trast or similarity to a previous mention is established

2. bridging Not clearly defined, examples let assume that it is a

category for all uncovered cases and for general inference

3. knowledge Generally known entities (cf. general in Nissim et al.,

2004)

4. synt Anaphors which include their antecedent syntactically

5. aggregate Same as Nissim et al. (2004)’s aggregation

6. func Same as Nissim et al. (2004)’s func value

Note that knowledge is based on Prince (1981)’s unused and synt on Prince

(1981)’s containing inferrable category.

The authors also perform an inter-annotator agreement study with three anno-

tators. They report reliable Cohen’s κ values for each annotator pair and for each

category, with the subcategory bridging having the lowest agreement between an-

notators (κ between 0.6 and 0.7).

2.2.3 Grishina (2016)

Grishina (2016) makes an effort to annotate bridging outside of the scope of infor-

mation status.

She observes six different broader type of bridging relations:

1. physical parts - whole meronymy, e.g. the telephone ... the dial

pad

2. set-membership subset or element of set, e.g. these studies ...

the main study

3. entity-attribute/function attribute if an entity or function with respect

to other entity, e.g. Mrs. Humphries ... the

monotonous voice or Kosovo region ... the

government
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4. event-attribute bridge to an event, e.g. the surgical interven-

tion ... the operating room

5. location-attribute geographical bridging, e.g. Germany ... in

the south

6. other Everything else that also appears to be bridg-

ing

Grishina (2016) also executed an annotation study using these categories. The

annotators were asked to extend existing annotations of coreference. Furthermore,

the possible markables were pre-selected. The task then was to decide on the type

of bridging. Grishina (2016) reports F1 scores, yielding 64% for anaphor recognition

and 79% for antecedent selection. She also finds that only 17% of bridging anaphors

start coreference chains, meaning that bridging anaphors are usually unique in their

context. Since she does not prohibit bridging anaphors to be part of coreference

chains, she is able to investigate the average length of coreference chains which

contain bridging anaphors. Her findings show that half of all coreference chains

contain bridging anaphors and these chains are much longer on average than chains

without bridging anaphors. She also finds most bridging anaphors to be in close

proximity to its antecedent. When trying to transfer the German annotation to

Russian data, the lack of definiteness markers caused issues; in general, the transfer

was successful though, also to English data.

2.2.4 Riester and Baumann (2017)

In Riester and Baumann (2017)4, bridging is defined exclusively on definite noun

phrases. Furthermore, Riester and Baumann (2017) distinguish a referential and

a lexical level of annotation. Meronymic bridging such as Nissim et al. (2004)’s

mediated/part are therefore not called bridging, but located on the lexical level

as l-accessible-part. Bridging is only located on the referential level and similar to

Prince (1981) separated into r-bridging and r-bridging-contained. For bridging, a

4An updated version of Baumann and Riester (2012).
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non-coreferential anaphor, with an antecedent to which it has a unique or proto-

typical connection, is annotated. This antecedent might also be a more abstract

entity such as a clause or sentence. In their guidelines, every markable labeled as

bridging must be linked to not more than one antecedent. A single antecedent might

be an antecedent to multiple anaphors though. A bridging markable can further-

more be marked as +generic or +predicative. The definition of bridging in Riester

and Baumann (2017) is more general than in the other guidelines, renouncing sub-

categorization of bridging relations. On the one hand, this makes the annotation

process more vulnerable to inconsistencies, since annotators might disagree more

when the specific types of bridging are not explicitly stated; on the other hand, it

makes the annotation process more open and enables the annotators to consider a

variety of bridging relations that might occur in real life data.
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3 Related Work

This chapter aims to give an exhaustive overview of different approaches that have

been proposed for automatic bridging resolution. In Section 3.2, only those studies

are considered, which yield an insight in bridging resolution going beyond the mere

aspect of information status classification.

3.1 Early Bridging Resolution

Poesio et al. (1997) present a system to classify definite descriptions with a focus

on bridging relations. They define bridging as either coreference in cases where the

head nouns of coreferent phrases are not identical or as a semantic relatedness of

a phrase to previous context. While Poesio and Vieira (1997) focused on the for-

mer, Poesio et al. (1997) investigate the latter. They decide to use knowledge from

WordNet in order to not be forced to restrict the domain of the data, i.e. allow

for unrestricted text. They give six types of bridging relations, coming from Vieira

and Teufel (1997): Synonymy/Hyponymy/Meronymy relations; reference to proper

names; cases where the anaphor head is part of a compound antecedent; abstract

anaphors other than pronouns; discourse topics, where the anaphor refers to the

unmentioned topic or domain of a text and general inferences like reason or conse-

quence. They make heavy use of WordNet in order to resolve these cases, but are

only able to report satisfying results for proper names resolution. They conclude that

WordNet is not suitable for identifying the type of bridging resolution due to the

large number of false positives. They achieve promising results for abstract bridging

anaphor-antecedent pairs by converting the verb of the abstract antecedent into a

noun though. Overall they achieve a recall of 65% and a precision of 82%.
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Markert et al. (2003) criticize the WordNet approach since it is to reliant on

often unreliable knowledge bases, for not all expressions might be present in Word-

Net and certain information has to be extracted in cumbersome ways (cf. Poesio

et al., 1997; for all their link types except synonyms and hyponyms). They run

two experiments, one for other-anaphor1 relations, where all phrases that contain

the words other or another are resolved to an antecedent and one for meronymic

bridging. For other-anaphors they make use of a simple structural pattern to extract

possible candidates and rank antecedents using a mutual information scoring which

is obtained using frequencies retrieved from Google search results. Additionally, they

substitute possible antecedents with their named entity category in order to reduce

data sparsity. Their scoring classifies 63 out of 120 anaphor-antecedent pairs cor-

rectly, compared to a WordNet based solution on the same dataset, which classifies

61 pairs correctly. For meronymic bridging using a different pattern, they also use

raw counts from the Google API results and outperform a WordNet-based system

by correctly classifying 7 out of 12 cases.

Poesio et al. (2004) were among the first to use machine learning approaches

for the classification of mereological bridging relations. They combine salience and

lexical information in a fully automatic approach. They combine a WordNet and a

Google distance to form their lexical features and choose the utterance distance be-

tween anaphor and antecedent as well as focus position of the antecedent as salience

features. Since positive examples of bridging are fewer, compared to members of the

non-bridging class, they balance the dataset accordingly. The types of machine learn-

ing approaches they test include Naive Bayes and Multi-Layer Perceptron. They find

the WordNet and Google distance features to perform almost the same, with the

WordNet distance performing better when definite bridging anaphors are involved

(compared to cases with indefinite bridging anaphors). The salience features per-

form noticeably better than the lexical distance features. Lastly, the authors train

a model on the balanced dataset and test it on an unbalanced dataset. They notice

that testing on this larger dataset generally improves the performance.

1Sometimes also called comparative anaphors.
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3.2 Bridging Resolution as Part of Information Status

Classification

Since bridging is related to the notion of new-old information in a discourse, many

approaches of bridging resolution are actually general methods of information status

resolution, where bridging resolution is usually a subtask equal to other new-old an-

notation tasks. Below, an overview of the literature of information status resolution

is presented, as well as the role and interpretation, that bridging was assigned to in

these studies.

Nissim (2006), based on the annotations of Nissim et al. (2004), which is de-

scribed in Section 2.2, trains a model with handcrafted rules as a baseline as well as

a decision tree model for three possible categories: new, old and mediated. The me-

diated label roughly corresponds to the definition of bridging in this thesis. It covers

a broader range of cases though, since it is taken from Strube (1998), who created

it as a merge of Prince’s categories inferable and anchored brand-new (Prince, 1981;

1992). Hence mediated describes all phenomena where a discourse-new entity can

be related back to previous mentioned context plus all entities that are generally

known to the recipient (i.e. common knowledge). The handcrafted rules in their

baseline model are of the nature: check for type of noun phrase, check for string

match with previous mentions and check for the type of determiner. Depending on

the value, different labels are assigned following a decision tree structure (cf. Nissim,

2006; p. 96). They implement similar features for their decision tree model, with ad-

ditional features such as length of the NP, grammatical role and time of mention.

The authors’ decision tree model is able to outperform the baseline for the mediated

category, particularly improving the recall for mediated entities. The precision is

equally low for both the baseline and the decision tree model, fluctuating around

a value of 60%. Overall, the decision tree model achieves an F1-Score of 76.6% for

mediated on the evaluation set over an F1-Score of 54.5% for the baseline.

Especially interesting seems to be the observation, that the mediated category is

equally falsely predicted by the model to be either new or old (cf. Nissim, 2006;
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Table 6). This is in favor of an interpretation of bridging being in the middle of old

and new information. In order to investigate this hypothesis further, Nissim (2006)

conducts a second experiment, where they collapse the categories of old and medi-

ated into one pairing and new and mediated into another pairing. It turns out that

the combination of mediated and new as one single category gives better results than

the other option, suggesting, that mediated entities are more closely related to new

entities than to old ones (Nissim, 2006; p. 98). Furthermore, the learned decision

tree ranks information about the type of the determiner higher than the type of

the noun phrase itself, emphasizing the importance of definiteness for information

status and bridging.

Based on Nissim (2006), Rahman and Ng (2011) train an SVM (Support Vec-

tor Machine), allowing them to add additional features not present in Nissim (2006).

One of their new features captures one of the properties of the mediate category to

be generally known by the listener. They create a list of unigrams from the training

set and assume these to be generally known entities, if the unigram was part of a

discourse entity in the training set. The second new feature is the use of a convo-

lutional tree kernel inside the SVM, which enables them to use subtrees of parses

as features and capture more of the syntactic context than Nissim (2006), who only

used the grammatical role of the entity. They outperform their re-implementation

of Nissim (2006) for the mediated category (72.1%) by scoring an F1-Score of 79.0%

using both their new features. Additionally, using only the additional feature which

generates a list of known entities together with their re-implementation increases

the F1-Score by 3 percentage points over the baseline, resulting in an F1-Score of

75.1% for the mediated category. This demonstrates that even their frankly crude

and simple implementation of world knowledge already yields some useful informa-

tion for the resolution of the mediated category.

In Rahman and Ng (2012) the authors take a step further by inducing more

fine-grained information status classes. They introduce subclasses for the old and

mediated categories, resulting in a total amount of 16 classes. For mediated they in-

troduce 9 subtypes, namely general, bound, part, situation, event, set, poss, func value
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and aggregation. The part, situation, event and set subclasses are common bridging

categories, while general covers the commonly known entities and poss and bound

are dealing with possessive pronouns and bound intra-phrasal possessives (Every cat

ate its dinner., Rahman and Ng (2012; p. 800)) respectively. The subclass func value

is used for cases like values of currencies and temperature and aggregated covers co-

ordinations where at least one of the coordinated entities is not new.

The authors create a rule-based system as a baseline that requires the presence

of coreference information and contains eight handcrafted rules for the mediated

category and its subclasses. For details on these rules, see Rahman and Ng (2012).

Using this baseline system, they report an average F1-Score of 46% for the mediate

classes on gold coreferences. Interestingly, the precision values for the mediated

categories part, situation and event result in 100%. The recall is comparatively low

with an average recall of 20% for these three categories. This is not surprising, since

these three rules rely on external data like WordNet and therefore it is harder to

recognize these cases; if the external resource is not sufficient, but always accurate

if the resource yields the needed data.

Secondly, the authors create a multi-class SVM in order to compare it to the rule-

based system. The input features are unigrams, markables and also make use of the

rules of the rule-based system, either identifying the most probable class for a mark-

able in the training set or directly using the predictions of the rule-based system

as a feature. This system outperforms the classification of mediated by achieving

an average F1-Score of 77.7% for all 9 subclasses on gold coreference. Compared to

the rule-based system, this in an improvement of 31.7 percentage points or 69%.

Also, the low recall for part, situation and event is improved to an average recall of

62.6%, an improvement of 213%, by naturally dropping the precision from 100% to

an average of 97.4%. This means, the learning-based system is able to extrapolate

from missing data in the knowledge bases and learns to find similar cases to the ones

already present in the external resources.

Cahill and Riester (2012) use a Conditional Random Field model (CRF) for

information status classification. They train and test on the DIRNDL corpus (Eckart
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et al., 2012), where the category bridging is a single information status class and not

further sub-classified. Different features of their CRF are of the category countable,

like number of words in a phrase, boolean, like being a pronoun and descriptive,

like determiner type. They notice a poorer performance for the bridging class, but

do not report actual numbers for single label prediction. They assume this to be a

result from the lack of world knowledge in their features and add two semantically

informed features based on GermaNet2: First the distance of the head noun to its

root in GermaNet and second a semantic relatedness measure, that measures the

similarity of the head noun to nouns in present and preceding phrases. They report

an improvement in accuracy of 3 to 4 percentage points for each of their sets of

information status labels and for the dataset of Nissim (2006).

Markert et al. (2012) perform information status classification on written text,

unlike Nissim (2006) or Rahman and Ng (2011), who use conversational dialog data.

They also view fine-grained information status classification as a necessary prerequi-

site to successfully resolving general bridging phenomena. They create a new corpus

based on OntoNotes, described in Section 2.2. They extend the feature set for a

mention of Rahman and Ng (2011) with information about comparative markers,

semantic classes and some information about previous mentions. Additionally, they

use relations between mentions such as parent-child and precedence relations. They

hypothesize that two mediated subcategories will benefit especially from the parent-

child relationship, since they have a higher syntactic complexity and occur in their

corpus quite frequently. For the features of the extended Rahman and Ng (2011)

feature set they make use of a SVM and for the relational features they use It-

erative Collective Classification. They report significant improvement over Nissim

(2006) and Rahman and Ng (2011) for many mediated classes, except for medi-

ated/bridging. The F1-Score ranges from 1.9 to 18.9%. They suggest to focus on

bridging anaphor recognition in future research, instead of only bridging antecedent

recognition.

2http://www.sfs.uni-tuebingen.de/GermaNet/
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3.3 Bridging Resolution using Coreference Resolution

Rösiger and Teufel (2014) perform general coreference resolution and informa-

tion status recognition on scientific text with a focus on bridging resolution. They

distinguish between usual bridging links and self-contained bridging relations (as-

sociative and associative (self-containing) in the vocabulary of Rösiger and Teufel,

2014). Self-contained bridging is a phenomenon such as The structure of the protein

(Rösiger and Teufel, 2014; p. 47), i.e. the bridging anaphor is syntactically bound to

its antecedent. They evaluate on a 16 document corpus covering the topics of compu-

tational linguistics and genetics, containing 652 bridging links and 562 self-contained

bridging entities. The authors modify a coreference resolution classifier in order to

also capture bridging resolution by incorporating WordNet relations such as syn-

onymy, meronymy, hyponymy and topic, whereas the generic coreference resolution

system only includes synonymy. For comparison, they also evaluate the unchanged

coreference resolution system on the task of bridging resolution, yielding an average

CoNLL score3 of 33.14, showing that a coreference resolution system is also able

of capturing some aspects of the task of bridging resolution. Their final system de-

scribed before significantly outperforms this baseline with an average CoNLL score

of 34.88, where the feature of meronymy added the highest increase in performance.

Note however that Hou et al. (2014) criticize this approach of using a coreference

resolution system, arguing that bridging resolution is not a set problem, since an

antecedent might have several links of unrelated bridging anaphors connected to it.

3.4 Unrestricted Bridging Resolution

Hou et al. (2013b) make use of a Markov Logic Network in order to apply lo-

cal and global features to predict bridging anaphors and suggest the most likely

antecedent. Compared to other approaches, they do not limit the type of bridg-

ing anaphor or antecedent (a restriction to definite NPs is common). They perform

evaluation on their self-created dataset developed specifically for bridging analysis

3https://ufal.mff.cuni.cz/conll2009-st/scorer.html

https://ufal.mff.cuni.cz/conll2009-st/scorer.html
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(cf. Markert et al., 2012), which comes with 50 documents yielding 663 bridging

anaphors and linked antecedents. However, they only perform antecedent resolution

while assuming that the respective bridging anaphors are already given information.

They report an accuracy of 41.32% for their best model.

Hou et al. (2014) is loosely based on Markert et al. (2012) and Hou et al.

(2013a;b)4. They evaluate a rule-based system on the same dataset as Hou et al.

(2013b), but different from Hou et al. (2013b), they are no longer restricted to

antecedent resolution. The eight rules of this system cover semantic categories such

as parts of buildings, relative persons, geo-political entities, percentage phrases etc.

as well as certain argument-taking NPs, to predict potential bridging anaphors and

antecedents. A post-processing step chooses the best anaphor and antecedent, in

case different rules output contradicting results, based on a rank of rules developed

on a subset of 10 documents. Evaluation on the remaining 40 documents gives an F1-

Score of 18.6%, with a recall of 42.9% and a lower precision of 11.9% for the system.

The authors also compare their rule-based system to a learning-based approach that

incorporates the information of the rule-based system with additional features. This

system is not able to significantly outperform the rule-based system, scoring an F1-

Score of 18.7% and suggest that the amount of training data is not sufficient for a

learning-based approach.

4Hou et al. (2013a) perform general IS resolution though.
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4 Resources

Given below, the resources used to run the experiments for bridging resolution are

described. The main resources for running the experiments are DIRNDL (4.4) and

GRAIN (4.5), which hold the annotations for bridging relations. GermaNet (4.1)

and SdeWaC (4.2) serve as additional resources for the systems in Chapter 5. The

RefLex scheme (4.3) was used as the guidelines for GRAIN and for DIRNDL in a

previous version.

4.1 GermaNet

GermaNet1 (Hamp and Feldweg, 1997; Henrich and Hinrichs, 2010) is a lexical-

semantic net for German, similar to the English WordNet (Miller, 1995; Fellbaum,

1998). It organizes words into synsets. Each synset represents a set of words that

are said to be synonyms. Between these synsets, GermaNet then defines relation-

ships such as hyponymy or meronymy. Currently (effective May 2017, version 12.0),

GermanNet consists of 120,032 synsets, 154,814 lexical units in these synsets and

133,652 relations between synsets. GermaNet offers synsets for nouns, adjectives and

verbs. Other important properties of GermaNet are that it distinguishes readings

of words, decoded in unique identifiers and splits compounds into their constituents

(Henrich and Hinrichs, 2011). Throughout all experiments described in this thesis,

GermaNet, version 11.0 (release May 2016) was used. In this version, GermaNet

consists of 110,167 synsets, 142,814 lexical units and 123,678 relations.

1http://www.sfs.uni-tuebingen.de/GermaNet/

http://www.sfs.uni-tuebingen.de/GermaNet/
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4.2 SdeWaC

The Stuttgart German Web as Corpus (SdeWaC) corpus2 (Faaß and Eckart, 2013)

is a web corpus with a focus on sentences, by only including parseable sentences.

This means that a dependency-based parser was applied to all sentences and only

those sentences were kept where the parser could provide a full parse on sentence

level. SdeWaC is therefore a cleaner subset of deWaC (Baroni and Kilgarriff, 2006);

it consists of 44,084,442 sentences, 846,159,403 tokens and 1,094,902 types.

4.3 RefLex

The RefLex scheme (Riester and Baumann, 2017)3 comprises guidelines for the an-

notation of information status. It is based on the assumption that information status

properties are different for referring and non-referring expressions. While referring

expression are given information if the same entity already occurred in the discourse,

non-referring expressions are given if the same expression occurred in the discourse

(Riester and Baumann, 2017; p. 3). From this assumption, Riester and Baumann

(2017) develop the distinction between a referential level (r-level) and a lexical level

(l-level). The labels for the r-level and the l-level are presented in Table 4.1 and

4.2, respectively. On the r-level, all noun phrases and prepositional phrases receive a

label; only relative pronouns are not labeled, since their reference can be identified

syntactically. If an anaphor refers to a markable other then a noun phrase or prepo-

sitional phrase, this antecedent is labeled as an abstract antecedent with a special

label. Abstract antecedents are usually verb phrases, sub-clauses or (multiple) sen-

tences. Sometimes, a markable is interrupted by an intervening element. In this case,

the parts of the discontinuous markable are linked to each other with a special link.

In another case, when an anaphor refers back to multiple antecedents, the special

link aggregated is used to distinguish these cases from pure coreferential ones.

2http://www.ims.uni-stuttgart.de/forschung/ressourcen/korpora/sdewac.en.html
3Riester and Baumann (2017) were already discussed in Section 2.2.4, but only under the aspect

of bridging annotation. This section describes the full annotation guidelines in the context of

information status annotation.

http://www.ims.uni-stuttgart.de/forschung/ressourcen/korpora/sdewac.en.html
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Label Description

r-given-sit Symbolically deictic, referent not part of text, e.g.

first person pronoun, time reference, locations

r-environment gestural deictic, referent is identified by pointing

or gazing

r-given coreferent expressions

r-given-displaced coreferent expressions, whose antecedent is more

than five clauses away

r-cataphor coreferent to an antecedent that follows the expres-

sion (i.e. postcedent)

r-bridging see Section 2.2.4

r-bridging-contained see Section 2.2.4

r-unused-unknown expression, which is identifiable by its own, not

generally known, typically phrases with embedded

phrases

r-unused-known generally known entities, typically proper names,

e.g. the Pope or Germany

r-new discourse-new, non-unique and indefinite expres-

sions

r-expletive non-referring, expletive expressions, e.g. it in it

starts raining

r-idiom non-referring, idiomatic expressions, e.g. for Ex-

ample

+generic optional attribute for generic expressions

+predicative optional attribute for the predicate in a predicative

formulation

Table 4.1: Overview of the r-level labels in RefLex.
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Label Description

l-given-same repetition of identical content word

l-given-syn mention of synonym to previous expression

l-given-super mention of hypernym to previous expression

l-given-whole mention of holonym to previous expression

l-accessible-sub mention of hyponym to previous expression

l-accessible-part mention of meronym to previous expression

l-accessible-stem repetition of stem or compound part

l-new newly introduced lexical material

Table 4.2: Overview of the l-level labels in RefLex.

4.4 DIRNDL

The Discourse Information Radio News Database for Linguistic Analysis (Eckart

et al., 2012; Björkelund et al., 2014), or DIRNDL in short, is a corpus developed at

the “Institut für Maschinelle Sprachverarbeitung, IMS” (Institute for Natural Lan-

guage Processing) at the University of Stuttgart in Germany. It combines different

layers of automatic and manual annotation and most interestingly brings together

prosodic information with information status annotations.

The bridging annotations follow Baumann and Riester (2012), which replaces a

previous annotation scheme using Riester et al. (2010).

In total, 655 bridging pairs are annotated in DIRNDL, making it a fruitful resource

for bridging resolution in German.

4.5 GRAIN

The German Radio Interviews Corpus or short GRAIN (Eckart and Gärtner, 2016;

Schweitzer et al., 2018) is developed, like the DIRNDL corpus, at the IMS and un-

der development. It was initiated with the goal of creating a silver-standard corpus,
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meaning that several types of non-standard data are annotated multiply, both man-

ually and automatically, so that “a level of annotation quality between a manually

created gold standard and the unchecked output of automatic processing” (Eckart

and Gärtner (2016), p. 91) is achieved. The different annotations of the same lin-

guistic layer can then be mapped and compared against each other.

GRAIN consists of 23 collected broadcast interviews conducted at the German

broadcasting station SWR (Südwestrundfunk). The data comes from a program of

the SWR called “Interview der Woche”4 (transl. Interview of the week) covering the

years 2014 and 2015. The SWR offers transcriptions for downloading, which were

additionally modified. These modifications covered insertions of words not included

in the SWR transcripts, but which were uttered by the speaker such as repairs, slips

of the tongue or missing words. Additionally, overlaps of speaker utterances were

included into the transcript and thus making the transcripts more applicable for

research of speech-related topics.

The dataset also comes with audio data of the interviews and thus, experiments

on the interaction of information structure, information status and prosody can be

investigated.

4.5.1 Quantitative Analysis of Information Status Annotations

In order to get a better understanding of the information status annotations in

GRAIN, a quantitative analysis of the annotations was performed. The results are

presented in Figure 4.1.

Common categories like r-given and r-new dominate the amount of annotated

categories. R-bridging lies, quantitatively spoken, in the middle of the categories,

with 274 bridging pairs and 297 markables being annotated as bridging. The differ-

ence stems from the fact that not for every bridging anaphor a reasonable antecedent

could be found. This is considerably less than for DIRNDL, making learning-based

approaches complicated, since they rely on a sufficient amount of data in order to

optimize their performance.

4https://www.swr.de/swr2/programm/sendungen/interview-der-woche/

startseite-mit-vorschau/-/id=659202/did=13778120/nid=659202/r2sjey/index.html

https://www.swr.de/swr2/programm/sendungen/ interview-der-woche/startseite-mit-vorschau/-/id=659202/did=13778120/ nid=659202/r2sjey/index.html
https://www.swr.de/swr2/programm/sendungen/ interview-der-woche/startseite-mit-vorschau/-/id=659202/did=13778120/ nid=659202/r2sjey/index.html
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Figure 4.1: Distribution of information status categories, attributes and antecedents

in GRAIN.



4.5 GRAIN 27

An important constraint of Hou et al. (2014) is to only search for antecedents

not more than a certain number of sentences away. For GRAIN, the median for the

distance between anaphor and antecedent is 2.4 and the average is 4.9. The difference

is explained by some outliers, with the maximum distance being 48 sentences. Since

in every document there is at least one antecedent more than 5 sentences away from

the anaphor, it seems to make sense to implement an algorithm that tries to search

for an antecedent in a smaller distance first and then goes back as much as necessary

in order to find an antecedent.

Several antecedents function as an antecedent for multiple bridging anaphors. In

order to check if it is sensible to implement a feature that prefers antecedents with

multiple anaphors over other antecedents, the ratio of all multi-antecedents to the

number of all antecedents was computed, which turns out to be 29:220. This is

approximately a ratio of 1:7, that means that every seventh antecedent is a multi-

antecedent. Therefore it indeed seems sensible to let a model take advantage of this

information.

4.5.2 Inter-Annotator Agreement Analysis

In order to get an understanding of the goodness of the annotations in GRAIN,

an inter-annotator agreement study was performed, using Cohen’s κ (Cohen, 1960)

and Fleiss’ κ (Fleiss, 1971). Fleiss’ κ is a useful measure when comparing more

than two annotators for an annotation task, since Cohen’s κ is not able to perform

such agreement comparisons. Cohen’s κ is a widely used measure for annotator

agreement and hence, all experiments were additionally performed using Cohen’s κ,

where applicable. Since the values of Cohen’s κ only differed by an amount of 0.01

points compared to Fleiss’s κ, all values are reported using Fleiss’s κ only.

Table 4.4 shows the number of documents annotated by all the annotators in-

volved, the total number of markables contained in these documents, the κ value

and the Z-test value for different pairings of annotators (A, B, C, D and E). All

values were significant with p = 0. The table shows that the information status

annotations are very reliable, ranging from κ = 0.6 to 0.8.
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Annotators #Documents #Markables κ z

A+B 5 1808 0.822 81.0

A+C 5 1917 0.788 79.1

A+D 5 1608 0.734 66.5

A+E 4 1181 0.654 51.6

B+C 6 2282 0.759 84.2

B+D 3 775 0.696 42.6

B+E 3 1042 0.635 44.5

C+D 2 510 0.651 32.5

C+E 1 243 0.712 23.5

D+E 6 2038 0.733 74.6

A+B+C 3 825 0.783 83.5

A+B+D 2 383 0.711 49.0

A+B+E 1 173 0.756 34.1

A+C+D 2 417 0.707 50.3

A+C+E 1 196 0.753 35.0

A+D+E 2 235 0.775 41.1

B+C+D 2 390 0.688 48.6

B+C+E 1 176 0.737 33.1

A+B+C+D 2 352 0.729 67.5

A+B+C+E 1 153 0.777 44.7

B+C+D+E 1 171 0.742 46.6

A+B+C+D+E 1 149 0.770 56.1

Table 4.4: Number of shared documents, number of markables with same span,

Fleiss’ κ and Z-Test values for all annotator pairs over all categories.

p = 0 for all κ and Z values.
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In Table 4.5, a detailed analysis of the single information status categories is given.

The entry {A,B,C,D,E}2 is calculated by taking all annotations of all annotators

and concatenating them. It therefore serves as an approximation to an average value

of agreement for the whole corpus over all annotators. Its value lies at κ = 0.7 and

shows that the overall agreement is very reliable. The annotation of the category r-

bridging reveals to be one of the lowest agreements, which is not surprising, since the

annotation of bridging usually obtains the lowest values of agreement in information

status annotation (see e.g. Poesio and Vieira, 1997; Markert et al., 2012). This means

however that the bridging annotations are potentially more unreliable than for the

other categories and hence a system might give lower performance, because the cases

of bridging were not always correctly classified.

Annotators κ z

{A,B,C,D,E}2 0.738 195.000

Category

antecedent-of-abstract-anaphor 0.941 108.893

r-bridging 0.356 41.238

r-bridging-contained 0.286 33.114

r-cataphor 0.568 65.779

r-expletive 0.833 96.472

r-given 0.785 90.912

r-given-displaced 0.489 56.664

r-given-sit 0.906 104.892

r-idiom 0.672 77.745

r-new 0.804 93.127

r-unused-known 0.591 68.376

r-unused-unknown 0.479 55.476

Table 4.5: Fleiss’ κ, Z-Test values and p values for all combined annotator pairs and

all categories. p = 0 for all κ and Z values. Number of subjects: 13,404.

In order to investigate how reliable the bridging annotations actually are, the κ
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values for single annotator pairs are calculated and presented in Table 4.6. It shows

that the poor results for bridging agreement come from specific annotator pairs. The

highest values of 0.5 and 0.6 are comparable to the results of Markert et al. (2012),

though, who achieve agreement for their bridging category of κ = 0.6 to 0.7.

Annotators κ z p

A+B 0.602 25.615 0.000

A+C 0.524 22.952 0.000

A+D 0.225 9.039 0.000

A+E 0.213 7.306 0.000

B+C 0.458 21.867 0.000

B+E −0.010 −0.329 0.742

D+E 0.269 12.142 0.000

Table 4.6: Fleiss’ κ, Z-Test values and p values for the r-bridging category for all

annotator pairs with more then 1,000 matching markable spans.

Another interesting aspect of agreement evaluation is to investigate, how good

the agreement is for annotating an antecedent for a specific anaphor? In order to do

so, two separate approaches are taken.

First, for each anaphor that two annotators annotate as r-bridging, the κ value

for choosing the same antecedent for these bridging anaphors is calculated. The

results are reported in Table 4.7. Three pairs of annotators seem of interest, since

they share the highest number of mutually annotated bridging anaphors: A+B,

A+C and B+C. The κ values for these pairs seem very promising, considering that

antecedent selection is a difficult task to agree on. They range from κ = 0.635 to

κ = 0.864.

Another way of measuring the agreement of links is using the Jaccard index and

obtain the similarity in sets of anaphor-antecedent pairs. This method has the ad-

vantage that it is easier to interpret it, compared to the κ measure. The Jaccard



4.5 GRAIN 31

Annotators #Links κ z p

{A,B,C,D,E}2 84 0.637 47.2 0.000

A+B 23 0.635 13.9 0.000

A+C 20 0.635 13.7 0.000

A+D 7 0.364 2.89 0.004

A+E 4 0.111 0.528 0.597

B+C 23 0.864 19.3 0.000

B+D 1 −1.000 −1.000 0.317

D+E 6 0.25 1.76 0.078

Table 4.7: Number, Fleiss’ κ, Z-Test values and p values for bridging links. Corefer-

ence between antecedents was not considered.

index J of two sets of anaphor-antecedent pairs A and B is defined as

(4.1) J(A,B) =
|A ∩B|
|A ∪B|

Using the validated version of an interview as gold standard and measuring the

agreement with one of the five annotators results in values given in Table 4.8. As can

be seen, the results are once again mixed, ranging from a good agreement of 0.36 to a

rather poor agreement of 0.11. This shows that finding a reasonable antecedent seems

to be a rather difficult task in GRAIN, posing challenges for a bridging resolution

system.

4.5.3 Types of Bridging

Lastly, an investigation of the different types of bridging occurring in GRAIN is

executed. Such an investigation is of special interest, since bridging is a highly di-

verse phenomenon and a system for bridging resolution will greatly benefit from

information about what types of bridging it is dealing with.
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Annotator J

A 0.28

B 0.17

C 0.36

D 0.11

E 0.11

Table 4.8: Jaccard index for comparing a validated annotation with an annotator

annotation.

• Omitted Possessives:

The RefLex category r-bridging-contained from Riester and Baumann (2017)

covers bridging anaphors which syntactically contain their antecedent. Often,

the antecedent is realized as a personal pronoun (e.g. The townhall was con-

structed last week. Let us visit its opening ceremony). In cases were no per-

sonal pronoun is used, usual bridging applies (The townhall was constructed

last week. Let us visit the opening ceremony). Such cases can also be found

in GRAIN:

(3) Sigmar Gabriel mit einer Frau an der Seite, die nicht Angela Merkel

heißt, würde sicher auch gut tun.

• Prototypical:

Riester and Baumann (2017) describe the bridging anaphor as being set in a

context, “in which [it] plays a unique and perhaps even prototypical role” (p.

8). Such prototypical relationships can also be found in GRAIN:

(4) a. Die werden durchgescrollt und das Kästchen gesucht, wo man den

Haken dran machen kann.

b. Aber das ist letztlich Aufgabe des Generalbundesanwalts, welchen

Weg er jetzt beschreiten will in der weiteren Ermittlungsar-

beit.
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c. Aber jetzt zum Beispiel am Bürokratiewahnsinn in den Heimen,

der den Pflegekräften die Zeit für die Patienten nimmt, ändert

sich ja dadurch erstmal nichts.

• Comparative bridging:

Comparative or “other-bridging” has been investigated in Markert et al. (2003).

Again, we find such instances in GRAIN:

(5) Und ich weiß, dass es Meinungen, wie ich sie vertrete, in allen Bun-

destagsfraktionen gibt. Und es gibt auch in allen Bundestagsfraktionen

die andere Auffassung.

• Building-part:

Hou et al. (2014) obtain good results by implementing a rule for finding

meronymic building-part bridging. Following is an example from GRAIN for

building-part bridging:

(6) [...], da ist dieser Geist eines Hauses wichtiger als die Frage, ob die

Fassade zuletzt neu gestrichen wurde.

• Professional Role:

Hou et al. (2014) also propose this category and suggest to find pairs of profes-

sional roles as an anaphor and organisations as the antecedents. Unfortunately,

only one such construct can be found in GRAIN, where the antecedent is not

even an organisation:

(7) In Deutschland und auch weltweit wird über den Absturz der Ger-

manwingsmaschine in den Alpen diskutiert. Der Co-Pilot soll dieses

Flugzeug absichtlich gegen das Bergmassiv gesteuert haben.

• Country-part:

Since the discourse topic of GRAIN is of political nature, often a part of a

country is being issued. The same phenomenon can be observed for DIRNDL.

Following an example from GRAIN:
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(8) Es gibt ja die These, die nicht wenige vertreten, weil in Jordanien die

Bevölkerung über 80 Prozent palästinensisch ist, sollte daraus ein

solches Gebilde bestehen.

• Politics-part:

As said before, both DIRNDL and GRAIN deal with a political domain. Hence,

many bridging anaphors are related to politics:

(9) Es ist überhaupt keine, wenn Sie so wollen, Linie in dieser Regierung

mehr. [...] Netanjahu könnte das schaffen, indem er Lieberman aus der

Koalition entlässt und eine andere Partei aufnimmt, die für Verhand-

lungen eintritt.

• Purely Contextual:

Contextual bridging is a problem for bridging resolution systems, since the

amount of inference in order to resolve the bridging pairs can be immense,

even for human annotators. Following an especially complicated example with

crossing antecedent links and an abstract antecedent:

(10) Wir hatten hier ein sehr starkes Unternehmernetzwerk, das sich insbe-

sondere in Sachen Eigenstrom1 stark gemacht hat. Es gab eine eigene

”
Mainzer Erklärung“ mit Mittelständlern, die bereits Eigenstroman-

lagen betreiben und auch in der Zukunft in solche investieren wollen.

Und die haben natürlich gesagt, sie wollen nicht darauf verzichten, sie

wollen weiter da rein investieren2, und sie wollen es auch entsprechend

verrechnen können. Und nun sind natürlich dafür die Bedingungen2

äußerst verschlechtert worden. Das heißt, die Wirtschaft hat an dieser

Stelle stark protestiert, mit mir zusammen. Wir haben das vorgetra-

gen, wir haben ein bisschen was erreicht, aber nicht alles. Und vor allen

Dingen die Situation1 ist unsicher.

• World Knowledge / General Education:
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Also this type of bridging is difficult to resolve, since world knowledge is re-

quired in order to link an anaphor to its antecedent. For GRAIN and DIRNDL,

which contain rather contemporary news and interviews, the type of world

knowledge is often also quite up-to-date and specific:

(11) a. Da ging es unter anderem auch natürlich mit dem EU-Wettbewerbs-

kommissar Alumnia über mögliche Beihilfeverfahren der EU beim

Nürburgring. [...] Dann kam die Insolvenz.

b. [...], dass ich nicht nach Sotschi fahren konnte, obwohl ich als Sport-

lerin da wirklich sehr, sehr gerne jetzt auch in der neuen Rolle

hingefahren wäre, um die Sportler zu unterstützen.

Table 4.9 shows an overview of the various types found in GRAIN. The types

prototypical and context are clearly prevailing. In addition to these types, other types

occur, such as building-part and professional role (proposed in Hou et al., 2014) and

country-part (proposed in Rösiger, 2018, in preparation). Also some instances of

comparative bridging can also be found. However, these additional types are not

dominant.

Type Count

Building-part 3

Professional role 1

Country-part 19

Prototype 92

World-Knowledge 23

Context 101

Comparative 8

Table 4.9: Types of bridging in GRAIN and their counts.
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5 Systems

5.1 Rule-based System

The foundation of the rule-based system is based on Hou et al. (2014). They define

eight rules, all covering different types of bridging. For a given markable, each rule

predicts if it is a bridging anaphor or not, and if so, returns an anaphor-antecedent

pair. In case the given markable does not comply with the constraints of the rule for

a bridging anaphor or in case no suitable antecedent could be found for an anaphor

candidate, the rule returns nothing.

The re-implementation of Hou et al. (2014) for German data was provided by Ina

Rösiger and is described in Rösiger (2018, in preparation). The additional rules 9

and 10 also come from Rösiger (2018, in preparation), in addition to the calculation

for the argument-taking ratio and the semantic connectivity, described in the next

two sections. The system of Rösiger (2018, in preparation) was further modified and

extended with the rules 11–13.

5.1.1 Argument-Taking Ratio

Several rules use an argument-taking ratio, as described in Hou et al. (2014). The

general idea is that bridging anaphors expect their antecedent as an elliptic argument

and the introduced inference can be resolved through this implicit argument-ship

(Löbner, 1985; p. 304). The argument-taking ratio is computed using SdeWaC (4.2)

and three regular expressions involving Part-of-Speech tags:

1. Ntarget P (D) (ADJ)* N
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2. Ntarget D (ADJ)* N

3. POSS Ntarget

Expression 1 searches for all occurrences of a noun followed by a PP, e.g. Bücher

in der Bibliothek (books in the library). Expression 2 handles nouns modified by

genitives, e.g. Dach des Hauses (roof of the house; note that genitive can be ex-

pressed using an article in German, in contrast to the preposition of in English).

Expression 3 covers possessive modifications, e.g. sein Sohn (his son). The count of

the target noun’s head in these patterns is then divided by the total count of this

noun’s head in SdeWaC and the result is set as its argument-taking ratio ATR(h):

(5.1) ATR(h) =
Chp

Ch

,

where h is the head of the target noun, Chp is the count of h occurring in a modifier

pattern and Ch is the total count of h. Thus, ATR ranges from 0 to 1.

In order to reduce sparsity issues, the compound splitter Compost (Cap, 2014)

is used and the argument-taking ratio is only computed for the head of the com-

pound. Doing so, for DIRNDL, 97.9% and for GRAIN, 98.3% of all nouns receive

an argument-taking ratio, respectively.

5.1.2 Semantic Connectivity

Semantic connectivity is another used metric in the rule-based system. While argument-

taking ratio aims to better predict bridging anaphors, semantic connectivity is a

measure of how connected a potential antecedent is to a given anaphor. Similar

to the argument-taking ratio, a pattern N P (D) (ADJ)* N is applied on SdeWac,

but this time the log-transformed count (using Dunning, 1993) for both noun heads

occurring together in this construction is being stored:

(5.2) SC(h,m) = H(Chm)
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where the semantic connectivity is SC(h,m) of a head h and a modifier m. Chm

is the count of h occurring together with m in the pattern described above and H

is a function to compute the Dunning log-likelihood of the count, as described in

Dunning (1993). Compost is used to perform the compound splitting.

For semantic connectivity, using a compound splitter also brings disadvantages.

Sometimes, the relevant semantic information might be located in the modifier of

the compound. For example, to connect the anaphor mit möglichen Ermittlungsar-

beiten (with possible investigative work) to the antecedent ein Generalbundesanwalt

(German title, comparable to a Chief Federal Prosecutor in the United States), it

would be beneficial to take the modifier Ermittlung (investigation) rather than the

head Arbeit (work) to correctly connect it to Anwalt (prosecutor). Since it is not

straightforward to identify these cases, the head of the compound is used for all in-

stances and possible unfavorable head comparisons are condoned. After applying the

compound splitter, 45.9% noun-pairs in DIRNDL and 24.0% noun-pairs in GRAIN

are assigned a semantic connectivity score.

5.1.3 Rules

In the following, the eight rules used in Hou et al. (2014) are described in detail.

Several changes were applied in order to make the rules applicable for German

bridging resolution. In Table 5.1, an overview of these rules can be found.

Rule 1: Building-parts This rule uses 1,149 nouns describing building parts, ex-

tracted from GermaNet, in order to predict bridging anaphors. The approach for ex-

tracting the nouns was as follows: The terms Gebäude (building) and Haus (house)

were taken as the root nouns. Then, all meronymical relations to these terms were

retrieved. Finally, the building-part nouns were all the meronyms and all hyponyms

of these meronyms. This is of course different from Hou et al. (2014), who retrieve

English nouns. Only if a noun is on this building-parts list and only if it has no fur-

ther nominal premodifications, is it considered a bridging anaphor. Additionally to

Hou et al. (2014), also all markables with PP post-modifications are filtered out. An

antecedent candidate is then the markable with the highest semantic connectivity
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to the proposed anaphor. This emphasizes the intuition that the antecedent for a

building-part anaphor should be in the immediate context.

Rule 2: Relative person NPs From GermaNet, a list of 275 relative persons is

extracted. This time, only hyponyms are considered, coming from the roots Ver-

wandter (relative) and nichtehelicher Sexualpartner (extramarital sexual partner).

Again, only markables whose heads are on that list are being considered, while

pre-modified and post-modified markables are filtered out. Additionally, only mark-

ables with an argument-taking ratio higher than a certain threshold are taken into

account. This helps in filtering out relative person nouns which are used mostly

generically (e.g. children as in “Children are loud”). The proposed antecedent is

then the closest person NP1 or pronoun.

Rule 3: GPE job title NPs From GermaNet, a list of 439 Geo-Political professional

roles is extracted, using all hyponyms of the terms Regierungsbeamter (government

official) and Repräsentant (representative). If a markable is on this list and if it is

not post-modified and not modified by a country or organization, it is considered a

bridging anaphor. The reason for excluding country and organization modifications

is to filter out markables of the information status type r-bridging-contained, and to

find bridging anaphors whose antecedent occurs separated. For Geo-Political Entity

(GPE) job titles, the antecedent is usually a country or organization. The antecedent

is the preceding markable with the highest count in the document, as a measure of

salience.

Rule 4: role NPs A list of general role nouns is extracted from GermaNet, using

all hyponyms of the roots Berufstätiger (employed person), Vorgesetzter (superior)

and professioneller Mensch (professional person), resulting in 6,990 nouns. Filtering

out markables follows the same steps as for rule 3, but additionally, proper names

are also filtered out. A markable is then chosen as antecedent, if it is an organization.

1Hou et al. (2014) suggest to choose the antecedent from the first preceding non-relative person

NP. This is however confusing, since it does not seem necessary to exclude nouns on the relative

person list from being an antecedent. Therefore, it was not implemented.
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In case several such markables exists, the most salient is chosen as antecedent, again

using its frequency in the document as a measure of salience.

Rule 5: percentage NPs All markables which contain the term Prozent (percent)

or the symbol % and appear in the subject position are set to be a bridging anaphor.

The antecedent should modify another percentage expression with the term von (of)

or as a genitive modifier. Hence such modified percentage expressions are not bridg-

ing anaphors, but part of the antecedent and therefore, all percentage expressions

which are modified in such a way are also excluded from the set of potential bridging

anaphors.

Rule 6: other set member NPs Since all bridging anaphors in RefLex are definite

expressions, this rule was not implemented. In Hou et al. (2014), it covers so called

“other”-bridging or comparative bridging: a number expression or indefinite pronoun

refers to a member of a set, introduced by the antecedent. Hou et al. (2014) choose

the closest plural subject NP from the previous two sentences to be the antecedent,

or the closest plural NP, in case no subject is plural.

Rule 7: argument-taking NPs I Rule 7 is a more general and complex rule than

the ones before. Hou et al. (2014) base it on the assumption that argument-taking

nouns behave in a similar manner as arguments of verbs (Laparra and Rigau, 2013),

namely that arguments of different instances of the same noun (or verb) are often

identical. A markable is chosen as a bridging anaphor if is not pre- or post-modified

and if its argument-taking ratio is above a certain threshold. Then, all occurrences

of the head of this anaphor appearing in patterns as described in 5.1.1 are taken

and the most recent one is chosen as the antecedent.

Rule 8: argument-taking NPs II Hou et al. (2014) follow the observation from

Prince (1992) that bridging anaphors frequently appear in the subject position. A

markable is chosen as a bridging anaphor, if its argument-taking ratio is above a

certain threshold, if it is not modified by another noun and if it appears in the subject
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position. The antecedent is then the closest markable with the highest semantic

connectivity.

Rule 1 building part NPs

The house ... The basement

Rule 2 relative person NPs

She ... The husband

Rule 3 GPE job title NPs

Japan ... The prime minister

Rule 4 role NPs

University of Stuttgart ... The professor

Rule 5 percentage NPs

22% of the firms ... Seventeen percent

Rule 6 other set member NPs

Several problems ... One

Rule 7 argument-taking NPs I

→ Argument taking ratio > threshold

Rule 8 argument-taking NPs II

→ Argument taking ratio > threshold and in subject po-

sition

Table 5.1: Overview of the rules used in Hou et al. (2014).

Five additional rules are added to the system in order to better adapt to the

data of DIRNDL and GRAIN. Rule 9 and 10 are taken from Rösiger (2018, in

preparation). Table 5.2 provides a short overview.

Rule 9: country-part NPs In DIRNDL and GRAIN, many bridging anaphors are

parts of countries, due to the news and interview domain of the two corpora. A list of

188 country-parts is extracted from GermaNet, using the hyponyms of all meronyms

of the term Land (country). A markable is considered to be a bridging anaphor, if

it occurs on this list and not pre- or post-modified and not demonstrative. For

the antecedent detection, a list of 518 words marked as countries is retrieved from
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GermaNet, taking all hyponyms of the term Staat (state). The most recent markable

on this countries list is then taken as the antecedent. Additionally, only markables

with word length 1 or 2 are taken into consideration, in order to either return

single nouns or preposition-noun combinations (Deutschland or in Deutschland). If

a country occurs as the first mention in the document, it is taken as the antecedent,

being the most salient entity.

Rule 10: argument-taking NPs III This rule is a re-implementation of Hou et al.

(2014)’s rule 8, by removing the constraint that a potential anaphor has to be the

subject of a sentence. In contrast to finding the antecedent in rule 8, rule 10 chooses a

markable as the antecedent, if its semantic connectivity is above a certain threshold.

This way, rule 10 is more flexible than rule 8, since there is also the option to not

pick an antecedent, if no suitable candidate can be found.

Rule 11: politics NPs Because of the domain, many bridging anaphors in DIRNDL

and GRAIN are related to political issues. In an attempt to retrieve these anaphors,

a list of 1,269 terms is taken from GermaNet, choosing all hyponyms of the terms

staatliche Institution (public institution) and Politik (politics). If not modified, the

antecedent is chosen to be the markable with the highest semantic connectivity.

Rule 12: exclude r-unused-known Rule 12 aims to improve the recognition of

bridging anaphors. Since the pre-processing step already removes all indefinite mark-

ables, and hence markables of the information status category r-new and all coref-

erent markables and therefore markables of the information status category r-given,

there are only two more categories, which are usually short and unmodified: r-

bridging and r-unused-known. r-unused-known contains all entities which are defi-

nite and generally known to the annotator. In order to filter out these markables, it

is assumed that markables of the category r-unused-known appear more frequently

in a document, e.g. talking about Germany several times during a news report or

radio interview. Bridging anaphors on the other hand are unique in the context of

their antecedent and will most likely only appear once in a document. Hence, all

markables, which appear more than once in a document are excluded from being
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a bridging anaphor. The usual filtering out of pre- and post-modified markables is

also applied. The antecedent is then chosen as in rule 10.

Rule 13: cosine similarity Next to semantic connectivity, the cosine similarity be-

tween vector representations of words also might offer certain semantic relationships

between anaphor and antecedent. Therefore, rule 13 uses the cosine similarity2 of

vectors trained on SdeWaC. For this purpose, the vector space described and im-

plemented in Dhar (2018; p. 25 ff.) was used. In order to build the vectors, Dhar

(2018) used a co-occurrence window of 21, i.e. 10 context words to the left and

to the right of the target word were considered. The vectors contain the PPMI-

transformed counts of the context words. Additionally, all vectors were reduced to

300 dimensions using singular-value decomposition (SVD). The markable with the

highest cosine similarity is chosen to be the antecedent. Apart from using the cosine

similarity, instead of semantic connectivity, rule 13 is identical to rule 10.

Hyper-Parameters Several rules require hyper-parameters that define certain con-

straints of a rule. These hyper-parameters are the maximal sentence distance that a

rule is able to look back (maxSentDist), the minimal argument-taking ratio that an

anaphor should have (argTakingRatioThreshold) and the minimal semantic connec-

tivity that an anaphor-antecedent pair should have (semConThreshold). Note that

several rules make use of semantic connectivity, but only rule 10 and 12 make use

of a threshold; the other rules always pick the antecedent with the highest semantic

connectivity. Rule 3 and 9 require no hyper-parameters. The parameters can be set

by hand, but are estimated on a held-out development dataset. Table 5.3 gives an

overview about which rules require which hyper-parameter.

Sibling anaphor treatment Hou (2016) found syntactically related bridging anaphors

to often share the same antecedent. She calls these anaphors sibling anaphors. In

DIRNDL and GRAIN, there are also several bridging anaphors with identical an-

tecedents (a ratio of ≈ 1:3 for DIRNDL and GRAIN). In order to integrate this

2For more information on the general use of cosine similarity and vector spaces as used in distri-

butional semantics, see e.g. Sahlgren (2006); Padó and Lapata (2007)
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Rule 9 country-part NPs

Germany ... The border

Rule 10 argument-taking NPs III

→ Argument-taking ratio > threshold and high semantic

connectivity to antecedent

Rule 11 politics NPs

Bei der Doppelspitze ... Der Grünen

Die ersten Prognosen ... der Landtagswahlen, nächstes

Jahr

die Fraktionsspitze ... der Links-Fraktion

Rule 12 exclude r-unused-known

Exclude markables of category r-unused-known by only

considering markables of count 1 in the document

Rule 13 cosine similarity

Use cosine similarity instead of semantic connectivity

Table 5.2: Overview of the new rules.
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Rule Hyper-Parameter

1 maxSentDist

2 maxSentDist, argTakingRatioThreshold

3 –

4 maxSentDist

5 maxSentDist

6 maxSentDist

7 maxSentDist, argTakingRatioThreshold

8 maxSentDist, argTakingRatioThreshold

9 –

10 maxSentDist, semConThreshold

11 maxSentDist

12 maxSentDist, semConThreshold

13 maxSentDist

Table 5.3: The hyper-parameters of the rule-based system.
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information into the rule-based system, every rule will prefer antecedents that were

already predicted by the same rule previously. If a rule predicts a markable to be

an antecedent for a specific bridging anaphor which was already predicted to be an

antecedent for a previous anaphor, this markable is chosen as the antecedent. In case

of multiple such markables, the most recent one is predicted to be the antecedent.

Post-processing In order to avoid conflicts between rules, e.g. if multiple rules

choose different antecedents for the same anaphor, the precision3 for each single

rule is evaluated and the rules are ordered according to their precision. A rule with

a higher precision receives a higher evaluation precedence over other rules when

applied to the same markable.

5.2 Learning-based System: Gradient Boosting Model

Gradient Boosting is a machine-learning method that uses an ensemble of decision

trees in order to combine weaker models into a full system. The idea is that each

of the weaker models potentially captures an aspect that the other weaker models

do not and thereby closes gaps of the prediction power. Gradient boosting makes

use of the gradient descent algorithm (see e.g. Zinkevich et al., 2010), in order to

find an optimal solution for the ensemble. By using a loss function based on the

valuation of a certain parameterization of the model, one can find the gradient of

this loss function by computing the first derivative. Logically, the global minimum

of the loss function is the optimal solution of the problem, i.e. the parameterization

of the model, where the error is minimal. As long as the gradient points downwards,

the gradient descent algorithm continues the search in the same direction. Once the

gradient points upwards, the algorithm changes its direction, since the minimum

must be in the past. The step size that the algorithm goes forwards or backwards is

called learning rate. The local minimum is found, if the first derivative of the function

equals 0. The algorithm guaranties to find a local minimum for an appropriate

learning rate. There are certain techniques for also finding the global minimum of a

3The definition for precision is given in Section 6.2.
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loss function with a higher probability and much faster, such as mini-batch gradient

descent or Adagrad, described in Ruder (2016).

Since explaining gradient boosting in detail would be beyond the scope of this

thesis, the interested reader is pointed to specialized literature going into the depth

of gradient boosting, for example Friedman (1999a;b).

5.2.1 Features

All information available to the rule-based system is used as features. These features

are either based only on an anaphor, only on an antecedent or on a pair of anaphor

and antecedent. Table 5.4 shows the features, on what type of markable they are

based and their value type.

5.2.2 Hyper-Parameters

Gradient boosting requires certain hyper-parameters, which have to be set manually.

The respective hyper-parameters are:

1. Shrinkage or Learning Rate ν: Since gradient boosting makes use of gradient

descent, the step size in finding the local minimum needs to be specified. A

higher value means taking bigger steps on the graph of the cost function, while

a smaller value follows the graph more smoothly. This also means that smaller

values of shrinkage are more accurate, but also result in a longer training time.

ν might range between 0 and 1 and is commonly set to 0.1 (Friedman, 1999b;

p. 368).

2. Number of trees M : Number of the components, i.e. the weaker decision trees.

M can also be seen as the number of iterations of the model. Friedman (1999a)

suggests to set M to a higher value and decrease it while optimizing the shrink-

age. He finds values between 100 and 500 to be efficient.

3. Tree Depth or Interaction Depth J : The depth of the tree determines, how

many interacting features are used. A value of J = 1 will result in an additive

model. Friedman (1999a) advises to determine J on a held-out dataset.
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Feature Value

For anaphor

AnaDocFreq Integer

AnaLength Integer

AnaWordCount Integer

AnaModByPP Boolean

ArgumentTakingRatio Decimal

AnaIsSubject Boolean

isPolitics Boolean

isProfRole Boolean

isCountryPart Boolean

isBuildingPart Boolean

For antecedent

AnteLength Integer

AnteWordCount Integer

isCountry Boolean

AnteIsSubject Boolean

AnteDocFreq Integer

isORG Boolean

For anaphor-antecedent pair

SemanticConnectivity Decimal

SentDist Integer

CosineSimilarity Decimal

Table 5.4: Features implemented for the gradient boosting model.
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5.2.3 Relative Variable Importance

Methods like gradient boosting allow for interpreting the influence of features (or

variables), by approximating the change in the performance of the system by leaving

out a single feature (compare Friedman, 1999a; pp. 1213 ff.). For a single decision

tree and a certain variable j, the (squared) relative variable importance Î2j (T ) is

given by

(5.3) Î2j (T ) =
J−1∑
t=1

ı̂2t1(vt = j),

where T is a tree with depth J , t is a non-terminal node, vt is the splitting variable

at t and ı̂2t is the observed improvement of the squared error at t, caused by splitting

the variable. For evaluating an ensemble of trees {Tm}M1 , the average relative variable

importance Î2j for a variable j is given by

(5.4) Î2j =
1

M

M∑
m=1

Î2j (Tm),

where M is the total number of trees.

The most important variable is set to 100 and the remaining variables receive a

scaled, relative value according to their Î2 value.
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6 Experiments

In this chapter, three experiments are conducted in order to perform bridging reso-

lution. The experimental setup as well as the results of the experiments are reported.

6.1 Data

The data used for the experiments are the information status annotations from the

corpora DIRNDL (4.4) and GRAIN (4.5). The specific setup is described in detail

for the respective experiment.

6.2 Evaluation Metrics

Results are reported using precision (P), recall (R) and F1-Score (F1), which are

predominantly used in information retrieval (Manning et al., 2008), but are also

applied in various machine learning evaluations in general. These measures are cal-

culated using the different possible outcomes of both the annotated gold standard

and the system’s prediction for bridging anaphors and antecedents. These outcomes

are given an overview in Table 6.1 and are called true positive (TP), false positive

(FP), true negative (TN) and false negative (FN).

TP is the count of all instances, where the system predicts an item to be a bridging

pair and it actually is one. Equivalently, TN is the count of those pairs, where both

the system and the annotation say that the pair is not a bridging pair. FP, or Type

I errors, occur when the pair is actually not a bridging pair, but the system predicts

it to be one. Similarly, FN, or Type II errors, occur when the instance is an actual
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Is bridging pair, according to:

Gold System Name

True True True positive

False True False positive

False False True negative

True False False negative

Table 6.1: Overview of the four possible outcomes of gold-pred evaluation.

bridging pair, but the system predicts it to be none. Given that, precision, recall

and F-Score can be defined as follows:

P =
TP

TP + FP
(6.1)

R =
TP

TP + FN
(6.2)

F = (1 + β2)
P ×R

(β2 × P ) +R
(6.3)

F1 = 2
P ×R
P +R

(6.4)

where β in Equation 6.3 is a positive, real value and describes the weighting of P

and R. β > 1 means that R is weighted higher, while β < 1 assigns more importance

to P. Equation 6.4 shows the simplified formula for β = 1, which is then also called

F1-Score. F1 is used for all further evaluations, meaning that P and R are weighted

equally. As shown in Equation 6.1, P can be understood as a measure of how well the

system is able to correctly classify instances as bridging pairs, while R, as shown in

Equation 6.2, is a measure of how many bridging pairs the system is able to return.

F1 is the harmonic mean of these two measures. All values of precision, recall and

F1 are given in percentage.

6.3 Experiment 1: Rule-based System

The first experiment involves the rule-based system, described in Section 5.1.
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6.3.1 Experimental Setup

As possible bridging anaphor and antecedent candidates, all gold-annotated infor-

mation status markables are extracted. For pre-processing, several markables are

then excluded from being a potential bridging anaphor, if they adhere to certain

conditions:

1. The markable is indefinite (always information status category r-new)

2. The markable is a pronoun (always r-given or r-cataphor)

3. The markable is a proper name (proper names are of information category

r-unused-unknown,, r-unused-known or r-given)

4. The markable contains an embedded NP or PP (if bridging, these markables

usually classify as r-bridging-contained)

5. Coreferent markables, except for the first occurrence in a coreference chain

(are of category r-given, only the first mention of a coreference chain might be

r-bridging)

For the last point, the coreference information is used as being annotated in the

gold standard of DIRNDL and GRAIN.

For the antecedent recognition, all extracted markables are suitable to be a bridg-

ing antecedent and are therefore kept unaltered, when used as candidates for an-

tecedents.

The hyper-parameters are trained on a combination of training and development

set (which is henceforth called development set), since the rule-based system does not

need training data other than for determining the hyper-parameters. For this pur-

pose, the official train-development-test split of DIRNDL is adopted1. For GRAIN,

no such split exists yet. Therefore, a 60-20-20 split is being proposed, visualized in

Table 6.2. The concrete hyper-parameters, which are evaluated on a combination of

the train and the development set for DIRNDL and GRAIN, are presented in Table

6.3. Some rules do not fire at all on the development set and their hyper-parameter

1Downloadable from http://www.ims.uni-stuttgart.de/forschung/ressourcen/korpora/

dirndl.en.html

http://www.ims.uni-stuttgart.de/forschung/ressourcen/korpora/dirndl.en.html
http://www.ims.uni-stuttgart.de/forschung/ressourcen/korpora/dirndl.en.html
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is therefore given as NaN. If a rule does not make use of a certain hyper-parameter,

this is indicated with a dash (–).

Set Documents

Train 20140524, 20140719, 20141129, 20141206, 20150221,

20150228, 20150425, 20150613, 20150808, 20150815,

20150912, 20150919, 20151010

Development 20140614, 20140802, 20150124, 20150404, 20151024

Test 20140517, 20140927, 20141011, 20150110, 20150620

Table 6.2: Train-development-test split, proposed for GRAIN.

Pilot experiments showed that it does not make much sense to optimize the hyper-

parameter semConThreshold on a held-out set, since the threshold is very vocabulary

dependent and the system greatly overfits on the development set. Therefore, a fixed

value of 15 is set for semConThreshold as a heuristic.

6.3.2 Baseline

In order to judge the difficulty of the task, an informed baseline is implemented,

covering certain aspects of bridging anaphors and antecedents. The baseline re-

ceives the same input markables as the rule-based system, but it consists of only

one rule. A markable is a bridging anaphor, if it is not modified by any PP, adjective

or demonstrative pronoun. Then, the antecedent is chosen to be the subject of the

previous sentence. The baseline reflects the common ground that bridging anaphors

are usually short, unmodified NPs and that their antecedents usually appear in the

previous sentence (cf. Hou, 2016). The results of the baseline on the test sets are

shown in Table 6.4. The baseline achieves good results on anaphor recognition, sug-

gesting that many bridging anaphors are indeed unmodified NPs. The high recall is

expected since the baseline suggests many candidates to be an anaphor, indepen-

dent of other properties of the candidate. Naturally, the system underperforms using

such an approach, since not all unmodified NPs are necessarily bridging anaphors.

The poor performance on the full prediction task is not surprising: even though the
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Rule maxSentDist
argTakingRatio-

Threshold
semConThreshold

1 2 – –

2 NaN NaN –

3 – – –

4 1 – –

5 NaN – –

6 NaN – –

7 NaN NaN –

8 1 0.45 –

9 – – –

10 2 – 15

11 1 – –

12 2 – 15

13 1 – –

(a) DIRNDL

Rule maxSentDist
argTakingRatio-

Threshold
semConThreshold

1 1 – –

2 NaN NaN –

3 – – –

4 NaN – –

5 NaN – –

6 NaN – –

7 NaN NaN –

8 2 0.45 –

9 – – –

10 0 – 15

11 NaN – –

12 0 – 15

13 1 – –

(b) GRAIN

Table 6.3: Hyper-parameter setting on DIRNDL (a) and GRAIN (b).
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antecedent often occurs in close proximity to its anaphor, it is not necessarily the

subject in the previous sentence.

Data P R F1

DIRNDL 12.6 65.1 21.1

GRAIN 15.8 69.8 25.9

(a) Anaphor Recognition

Data P R F1

DIRNDL 0.5 2.3 0.8

GRAIN 0.4 1.6 0.6

(b) Bridging Resolution

Table 6.4: Results of the baseline on DIRNDL and GRAIN for anaphor recognition

(a) and full bridging resolution (b).

6.3.3 Results

The results for the precision of single rules is shown in Table 6.5 for the development

set of DIRNDL and GRAIN, both on the full prediction task, i.e. finding anaphor-

antecedent pairs (bridging resolution), and additionally also on finding only the

correct bridging anaphor (bridging anaphor recognition). If a rule did not fire at all,

the precision value is given as NaN. Note, that P can only be maximally as high

as PAna. If both values are the same, it means that for the predicted anaphors, all

antecedents could be predicted correctly.

It becomes clear that many rules from Hou et al. (2014) do not fire at all. These

rules are the numbers 3, 5, 6 and 7. Except for rule 7, these rules are all lexically

based. But also the other lexically based rules do not retrieve much candidates,

in particular rule 1, 2, 4, 9 and 11. The more general rules retrieve many more

candidates, but intuitively, the precision goes down, since a lot more false positives

are being retrieved as well. Rule 9 performs the best overall, for both DIRNDL

and GRAIN. As a final observation, performance of the rules is always higher on

DIRNDL, as compared to GRAIN.

Based on the precision for a rule on the full prediction task, the rule ordering

for DIRNDL and GRAIN is given in Table 6.6, as used for the post-processing step

of the system. Taking DIRNDL as an example, rule 9 and rule 8 both suggest an
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Rule Fire Rate PAna P

1 0 NaN NaN

2 0 NaN NaN

3 0 NaN NaN

4 4 100.0 0.0

5 0 NaN NaN

6 0 NaN NaN

7 0 NaN NaN

8 47 48.9 17.0

9 34 79.4 64.7

10 113 44.2 17.7

11 20 50.0 20.0

12 113 44.2 17.7

13 871 27.4 4.9

(a) DIRNDL

Rule Fire Rate PAna P

1 6 16.6 16.6

2 1 0.0 0.0

3 0 NaN NaN

4 2 0.0 0.0

5 0 NaN NaN

6 0 NaN NaN

7 0 NaN NaN

8 26 38.5 7.7

9 32 46.9 40.6

10 37 18.9 8.1

11 14 7.1 0.0

12 34 17.6 8.8

13 719 20.6 2.5

(b) GRAIN

Table 6.5: Fire Rate and Precision for every rule on anaphor recognition (PAna) and

the full prediction task (P) on DIRNDL (a) and GRAIN (b).
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antecedent for the same anaphor candidate. However, only rule 9 will be evaluated

for this pair, as its overall precision is higher. This can of course also mean, that

rule 9 could predict a wrong antecedent, where rule 8 would have suggested the

correct antecedent. The rule precision is used for the complete system evaluation

on the test set. Note, that the rule precedence is almost identical for DIRNDL and

GRAIN, meaning that the rules perform the same, relatively speaking.

Ordering Rule

1 9

2 11

3 12

4 10

5 8

6 13

7 NaN

8 NaN

9 NaN

10 NaN

11 NaN

12 NaN

13 NaN

(a) DIRNDL

Ordering Rule

1 9

2 1

3 12

4 10

5 8

6 13

7 NaN

8 NaN

9 NaN

10 NaN

11 NaN

12 NaN

13 NaN

(b) GRAIN

Table 6.6: The precedence of rules for the post-processing step, based on their pre-

cision for bridging resolution, on DIRNDL (a) and GRAIN (b).

Table 6.7 shows the performance of the full system for anaphor recognition and

bridging resolution on the test set of DIRNDL and GRAIN.

The performance on the test set is rather poor, scoring an F1-Score of 5.3%

on DIRNDL and 4.0% on GRAIN, respectively. Furthermore, the performance for

anaphor recognition is even lower than the results of the baseline. On the other

hand, the system is able to improve precision for anaphor recognition, by sacrificing
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recall.

Data P R F1

DIRNDL 15.8 14.0 14.8

GRAIN 20.1 18.0 19.0

(a) Anaphor Recognition

Data P R F1

DIRNDL 5.6 4.9 5.3

GRAIN 4.2 3.7 4.0

(b) Bridging Resolution

Table 6.7: Results of the rule-based system on DIRNDL and GRAIN for anaphor

recognition (a) and full bridging resolution (b).

Evaluation on the development set The results on the test set are somehow

unsatisfactory. In order to evaluate, how much of the results is explainable due to a

skewed distribution of the development set and the test set, the results for evaluating

on the development set are additionally reported, in Table 6.8. As can be seen, the

results are much higher than for the evaluation on the test set. This suggests that the

rule-based system is generally able to capture a good amount of bridging relations

when optimized, but is not able to adapt to new data. This is especially true for

DIRNDL, as performance increases drastically from an F1-Score of 5.3% to a score

of 14.8%. Possible reasons for this result are discussed in Chapter 7.

Data P R F1

DIRNDL 33.6 84.5 48.1

GRAIN 21.6 89.1 34.8

(a) Anaphor Recognition

Data P R F1

DIRNDL 10.4 25.8 14.8

GRAIN 4.6 19.0 7.4

(b) Bridging Resolution

Table 6.8: Results of the rule-based system for DIRNDL and GRAIN for anaphor

recognition (a) and full bridging resolution (b) on the development set.

Omission of gold coreference information Rösiger (2018, in preparation) imple-

mented a previous version of the rule-based system, optimized on DIRNDL. She also

reports evaluation values for using no coreference information, increasing the size
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of markables, the system has to choose from. Since coreferent markables cannot be

bridging by definition and the search space for the system increases, the performance

decreases, as anticipated, displayed in Table 6.9.

Method P R F1

No Coref 10.7 11.6 11.1

Gold Coref 14.9 11.6 13.0

Table 6.9: Results from Rösiger (2018, in preparation), comparing results on

DIRNDL with and without coreference information.

6.4 Experiment 2: Oracle Lists

From Section 6.3, it became clear that for both DIRNDL and GRAIN, finding the

correct antecedent is much harder than finding bridging anaphors. In order to inves-

tigate if the rules are generally able to capture the antecedents, or if most antecedents

lie outside the scope of the rules, oracle lists are implemented.

An oracle list is a new output of each rule, and instead of suggesting a single

anaphor-antecedent pair for a markable, a rule now outputs an anaphor and a list

of suitable antecedents for this anaphor. The list is ordered, with the best fitting

antecedent on top, followed by other possible antecedents in decreasing order of

probability. The system can then be evaluated given a certain length of oracle lists.

An evaluation given the oracle list of 5 for example means that the rule output is

counted as a success (i.e. a true positive), if the correct antecedent is within the

five top suggested antecedents in the oracle list. The evaluation is therefore not an

evaluation of the systems actual performance, but of the system’s potential and can

be seen as an outlook on what the system would be able to predict if the actual

antecedent was ranked highest, hence the name oracle list. Because the rules do

not output probabilities, for each rule, an individual way of implementing has to be

found.
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Table 6.10 gives an overview of how each rule implements its ranking. For all rules,

if the antecedent was already predicted to be the antecedent for another anaphor,

it is put on top of the ranking. Depending on the rule, the ranking can either be

ascending or descending.

6.4.1 Experimental Setup

The experimental setup is the same as for the rule-based system without oracle lists

in 6.3.1. As before, the rules are evaluated on the development set (being again

a combination of the training and the development set) and the whole system’s

performance on the test set, using the rule precedence, which was determined on

the development set.

6.4.2 Results

Figure 6.1 shows the precision for the individual rules on DIRNDL and GRAIN,

evaluating differing length of oracle lists.

It becomes obvious that the rules in general can benefit from the oracle list eval-

uation, meaning that the rules have a general scope over the correct antecedent,

but sometimes favor a wrong candidate. Rule 8 in DIRNDL is just an example,

increasing the precision from around 17% when the oracle list has length 1 (equiva-

lent to not using oracle lists at all), up to a precision of roughly 40% for an oracle

list length of 4. Also, rule 8 in GRAIN and rule 4 in DIRNDL benefit a lot. Apart

from these positive results, Figure 6.1 also shows that the rules do not benefit to

the same amount and some rules that do not benefit at all from using oracle lists.

However, a lack in increase of precision is not necessarily bad: looking at rule 9 in

DIRNDL, the rule does not benefit from an increasing oracle list length. This is

actually positive, since the precision is, with over 60%, already quite high, meaning

that rule 9 is able to capture the correct antecedents already when using the regular

system without oracle lists. This is different for rule 2 and 4 in GRAIN: Also this

rule does not change its precision, but it stays at a constant value of 0%. This means

that none of the correct antecedents of rule 2 and 4 are in their scope, no matter
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Rule Ranking Method

1 rank according to semantic connectivity, markable with highest

value on top

2 rank according to proximity, closest relative person NP or pronoun

on top

3 rank according to document frequency, markable with highest doc-

ument frequency on top

4 Same as rule 3, but only consider organizations

5 rank according to proximity, closest percentage expression on top

6 not implemented

7 rank according to proximity of modified head, closest markable on

top

8 rank according to semantic connectivity, markable with highest

value on top

9 rank according to proximity, closest country NP on top

10 rank according to semantic connectivity, markable with highest

value on top

11 rank according to semantic connectivity, markable with highest

value on top

12 rank according to semantic connectivity, markable with highest

value on top

13 rank according to cosine similarity, markable with highest value on

top

Table 6.10: Ranking method of an oracle list for each rule.
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how long the oracle list gets. None of the rules reach a precision identical to its

anaphor recognition precision, which suggests that for no rule all antecedents are in

its scope, emphasizing that bridging resolution is rather complex on DIRNDL and

GRAIN. Taking all rules together, the system does not benefit much from oracle

lists, meaning that the power of the rule-based system is very limited in terms of

finding the correct antecedent.
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Figure 6.1: Performance of rules on DIRNDL and GRAIN, using different lengths

of oracle lists.

In Figure 6.2, the full performance of the system on DIRNDL and GRAIN with

respect to different oracle lengths is displayed.
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It can be seen that the usage of oracle lists is beneficial for bridging resolution,

especially for smaller oracle list lengths. After the length of 7 for DIRNDL and

19 for GRAIN, no further correct antecedent can be found in the oracle lists2. This

suggests that the problem of finding the correct antecedent is not only that the rules

are not able to predict the correct antecedent, but also that certain antecedents are

not even in the scope of a specific rule. Recall that for bridging resolution, precision

and recall can maximally be as high as the values for anaphor recognition; if the

values would be actually the same, the system would have correctly classified all

antecedents for all found anaphors. Even with the full use of oracle lists, the system

is still far away from the maximum values, i.e. the anaphor recognition values, which

is 14.8% F1 for DIRNDL and 19.0% F1 for GRAIN, compared to 9.0% on DIRNDL

and 10.0% on GRAIN for the oracle list evaluation on the full task. Reasons for this

discrepancy are explored in Chapter 7.

6.5 Experiment 3: Gradient Boosting Model

Lastly, the gradient boosting model from Section 5.2 is evaluated.

6.5.1 Experimental Setup

For implementing the gradient boosting model, the gbm package3 of the statistical

computing environment R4 was used. The features, as being described in 5.2, are

extracted from DIRNDL and GRAIN. The train-development-test split is as de-

scribed in 6.3.1, but the train and the development set are not merged this time.

The hyper-parameters (see 5.2) are trained on the development set and are listed

in Table 6.11 for DIRNDL and GRAIN. The model parameters are trained on the

train set and the system’s performance evaluated on the test set.

2This was verified for an oracle list length up to 100.
3https://cran.r-project.org/web/packages/gbm/gbm.pdf
4https://www.r-project.org/

https://cran.r-project.org/web/packages/gbm/gbm.pdf
https://www.r-project.org/
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Figure 6.2: Performance of the rule-based system on DIRNDL and GRAIN, using

different lengths of oracle lists.

Hyper-Parameter Value

DIRNDL GRAIN

Shrinkage ν 0.005 0.001

#Trees M 6000 250

Tree Depth J 15 2

Table 6.11: Hyper-parameters for the gradient boosting model for DIRNDL and

GRAIN.
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Cross validation 10-fold cross validation is applied for training. k-fold cross valida-

tion (see also Kohavi, 1995) is a technique, where the dataset is divided into k equal

subsets. Iteratively, each of the subsets is taken as the test set and the remaining

subsets as training data, until all subsets have been the test set exactly once. For

evaluation, the mean of the results is computed and set as the overall result. This

way, it is less likely that outlier documents influence the result, in case they were

set as the test set.

Sampling Unbalanced datasets are a problem in machine learning. For example,

in binary classification, the negative class might occur much more frequently than

the desired class. This is also the case for DIRNDL and GRAIN, where the amount

of markables not being bridging greatly exceeds the number of markables being

bridging. A system then tends to over-fitting, meaning that it will most likely always

assign all instances to the negative class.

Therefore, sampling is applied in order to adjust the training samples. In general,

two methods are available: up and down sampling. While up sampling increases the

number of positive instances artificially, down sampling removes negative instances

until a reasonable ratio is reached. The sampling technique SMOTE (Synthetic Mi-

nority Over-sampling Technique, Chawla et al., 2002), which combines both meth-

ods, is chosen over other sampling techniques, since it yielded the best results.

6.5.2 Results

Table 6.12 shows the results of the gradient boosting system on DIRNDL and

GRAIN.

For anaphor recognition, the gradient boosting system is able to capture many

instances, leading to a good F1-Score of 29.0% for DIRNDL and 39.6% for GRAIN.

Also, for the full prediction task, the gradient boosting system is able to outperform

the rule-based system on DIRNDL, scoring an F1-Score of 11.3%. For GRAIN, the

system is not able to generalize on the test set, predicting no bridging-antecedent

pair correctly. This is probably due to a small amount of positive test subjects for
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Data P R F1

DIRNDL 25.3 33.6 29.0

GRAIN 35.1 45.5 39.6

(a) Anaphor Recognition

Data P R F1

DIRNDL 7.0 28.1 11.3

GRAIN 0.0 0.0 NaN

(b) Bridging Resolution

Table 6.12: Results of the gradient boosting model on DIRNDL and GRAIN for

anaphor recognition (a) and full bridging resolution (b).

the test set on GRAIN (90 bridging pairs). When evaluated on the training set, the

system was able to score an F1-Score of 9.0% for GRAIN on the full task, showing

that the model is at least able to find some generalizations on the data it was trained

on5.

Table 6.13 displays the results of calculating the relative variable importance as

described in Section 5.2.3 for the features from Section 5.2.1.

As expected, the features for GRAIN were not deemed very useful by the model,

since it was not able to gather any generalizations. The most useful features, accord-

ing to the model, were still the sentence distance between anaphor and antecedent,

the semantic connectivity and information about countries, which already proved

quite useful for the rule-based system. For DIRNDL, the analysis offers more inter-

esting and diverse results. The most valuable feature is the information, if a potential

anaphor is a professional role. The next top-five ranked features are AnaLength, Se-

manticConnectivity, CosineSimilarity, ArgumentTakingRatio and SentDist. Seman-

ticConnectivity and SentDist were also highest ranked on GRAIN. All these features

seem plausible, since they are not lexically dependent and are based on non-discrete

scales, giving the stochastic model the ability to make full use of them.

Figure 6.3 shows the most strongest features for bridging anaphor prediction on

GRAIN: AnaArgumentTakingRatio and AnaLength. It becomes clear, why they are

such strong predictors, since they are able to cluster instances of the positive class in

a range of the anaphor length being smaller than 25 and the argument-taking ratio

5For comparison: When the system is evaluated for DIRNDL on the training set, it scores an

F1-Score of 54.3% for the full task
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Feature VI

isProfRole 100.0000

AnaLength 60.7928

SemanticConnectivity 55.3577

CosineSimilarity 53.0699

ArgumentTakingRa-

tio
42.9556

SentDist 39.6681

AnteLength 31.7330

AnteIsSubject 27.8216

isCountry 23.0130

AnaWordCount 16.4514

AnaIsSubject 15.3698

AnteWordCount 11.2507

isPolitics 10.3412

isCountryPart 2.6284

isORG 2.5526

AnteDocFreq 0.7929

AnaDocFreq 0.0002

AnaModByPP 0.0000

isBuildingPart 0.000

(a) DIRNDL

Feature VI

SentDist 100.000

SemanticConnectivity 19.215

isCountrytrue 10.140

isCountryParttrue 3.145

AnaModByPPtrue 0.000

CosineSimilarity 0.000

AnteLength 0.000

isPoliticstrue 0.000

AnteWordCount 0.000

AnteIsSubjecttrue 0.000

isProfRoletrue 0.000

AnaDocFreq 0.000

ArgumentTakingRa-

tio
0.000

isORGtrue 0.000

AnaIsSubjecttrue 0.000

AnteDocFreq 0.000

isBuildingParttrue 0.000

AnaWordCount 0.000

AnaLength 0.000

(b) GRAIN

Table 6.13: Relative variable importance, estimated with the gradient boosting clas-

sifier on DIRNDL (a) and GRAIN (b).
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being between 0.25 and 0.6. On the other hand, these two features are clearly not

sufficient predictors, since a lot of negative samples are still in this range too, and a

considerable amount of instances of the positive and the negative class do overlap.

Figure 6.4 shows two features used for the full prediction task on DIRNDL and

dependent on both the anaphor and the antecedent: SemanticConnectivity and the

SentDist. Not surprisingly, all pairs have a sentence distance smaller than 5. The

semantic connectivity range is harder to interpret. The main range for being a

bridging pair seems to be between 0 and 20. Intuitively, one would assume the

semantic connectivity to be higher for bridging pairs, since it is supposed to capture

the quintessence of being a bridging pair: occurring together in a N PREP N pattern

and therefore being in a prototypical relationship. Therefore, it can be assumed

that easier the calculation of the semantic connectivity is suboptimal or that many

bridging pairs simply do not fall under a prototypicality assumption (compare again

Table 4.9 in Section 4.5.3).
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Figure 6.3: Argument-taking ratio and anaphor length as predictors for the class

bridging anaphor in GRAIN.
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Figure 6.4: Semantic connectivity and sentence distance as predictors for the class

bridging pair in DIRNDL. The data points have been “jittered” for vis-

ibility reasons, i.e. a small, random noise has been added alongside the

x-axis.
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7 Discussion

Some minor discussion of the results was already provided in Chapter 6, whenever

it seemed convenient. This chapter aims to give a more holistic discussion, interre-

lating the findings of the thesis.

Interpreting the results of the first experiment, one has to conclude that building

a rule-based system for German bridging resolution was only partially successful.

Many rules from Hou et al. (2014) do not fire, meaning that they might be too

domain-specific or that DIRNDL and GRAIN are specific domains that need special

treatment. Indeed, six out of eight rules in Hou et al. (2014) are lexical-based. The

other, more general rules are not able to cover all the variety of bridging types that

are present in DIRNDL or GRAIN. Especially when evaluating on the test set, the

results are rather disillusioning. Evaluation on the development set has shown that

the system is generally capable of finding bridging pairs, but is not able to transfer

its knowledge onto new data. This might be because topic shifts in the test set of

DIRNDL and GRAIN is generally a corpus of very diverge topics. The new rules

which were added to the system, going over the suggestions of Hou et al. (2014),

were able to account for some of the bridging instances, but could not present a high

precision. Only rule 9 by Rösiger (2018, in preparation) was really able to score high

precision values. Unfortunately, this rule is highly domain-dependent and might not

function on other corpora. Therefore, concentrating on more general, less domain

and lexical based rules seems to be the right direction, but more research in order

to improve and add to these rules needs to be conducted. The difference in the

performance on DIRNDL and GRAIN can be explained by the difference between

the corpora themselves: DIRNDL covers short broadcast news, for which it might be
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easier in general to retrieve bridging pairs, since the search space is limited. GRAIN

on the other hand consists of longer, 10 minute interviews and the search space for

potential bridging antecedents can be potentially very large. Another reason for the

consistently poorer performance on GRAIN might be a lack in consistent bridging

annotations, since the analysis in Section 4.5.2 has shown that agreement among

the annotators was only limited.

Another difference in performance is observable between anaphor recognition and

bridging resolution. As shown by all experiments, anaphor recognition is always more

straight-forward and the model gives higher scores to it than to bridging resolution.

This is not surprising, since bridging resolution can only be performed after anaphor

recognition has already been done. In order to investigate, how difficult bridging

resolution really is for the rule-based system, the oracle list based experiment 2 was

conducted. It can be shown that re-ranking the antecedent candidates might let the

system benefit. However, the power of re-ranking is limited, since the system is still

not able to find all antecedents, independent of the length of the oracle lists. This is

quite alarming and calls for new rules for the system or improved computation of the

features it uses. In any way, it was once again confirmed, that bridging resolution is

a very challenging task and by no means straight-forward.

Experiment 3 on gradient boosting has shown that it is possible to successfully use

learning-based methods for bridging resolution. Especially for DIRNDL, the gradient

boosting was able to outperform the rule-based system on the test set. For GRAIN,

the situation is different, revealing the limitations of the gradient boosting system,

which is insufficient amount of training data. The variable importance analysis has

shown that the more general features are most useful for the system, emphasizing

again the need to shift from too lexically focused approaches of bridging resolution.

One problem of the rule-based system seems to be that it only covers certain

types of bridging. By using GermaNet’s hyponymy information, it was attempted to

cover as many bridging related content words as possible, in order to be as domain-

independent as possible. Since the rules, which use the information of GermaNet,

still do not fire or only retrieve a very limited amount of candidates, this was not

successful. Indeed, it might be beneficial to diverge from having a view on bridging
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that focuses too much on the lexical aspect of bridging resolution. As seen in Chapter

3, almost exclusively, bridging resolution research has focused on resolving lexical

bridging relations. As seen from GRAIN, this type of bridging might only constitute

a small amount of the bridging relations that can be found in a corpus.

Therefore, this thesis aimed to investigate, to what extent other types of bridg-

ing can be discovered. It was shown that especially the prototypical relations can

be resolved to a certain extent. The rules 8, 10, 12 and 13 make use of features

that are more general than lexical relations and concentrate on anaphor-antecedent

combinations that prototypically occur together. These feature are in particular the

argument-taking ratio, the semantic connectivity and the cosine similarity of the

pairs. The rule-based system is able to make use of these features to a certain ex-

tent, but it is not able to reliably find bridging-pairs and returns many false positives.

This might be due to the fact that the features were trained on SdeWaC and are

not transferable to all domains and that the features not solely cover what it means

to be a bridging relation. Many nouns might occur in the proposed patterns of the

Sections 5.1.1 and 5.1.2, but in a concrete context, they might just not be used in a

bridged way. This observation leads to a main point that many attempts in bridging

resolution are unable to solve: handling the context-dependent nature of bridging.

That this is a major problem became obvious in many findings of the thesis: low

recall for finding bridging pairs, often picking the wrong pairs and rules not having

any scope over the correct antecedent. Especially this last point emphasizes that

hand-crafted rules would eventually fail in finding context-dependent relationships,

since it is not predictable a priori, what kind of relationships will occur in a text.

Learning-based systems seem to be an obvious answer to this problem, since they

are able to learn from given context and can work successfully on many different

domains, provided that they are given sufficient and domain-crossing training data.

Unfortunately, this is the crux of bridging resolution, as was laid out by this thesis:

bridging resolution systems lacks sufficient amount of training data. Consequently,

the gradient boosting system was able to show some promising generalizations for

DIRNDL, but was not able to find these generalizations for GRAIN. GRAIN is a

corpus of very diverse topics, since every interview covers another interviewee and

another topic of conversation, and even inside a specific interview, the topic is often
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varied. DIRNDL on the other hand is more heterogeneous, as it covers broadcast

news, which often present very similar and repetitive topics. The paramount claim

of this thesis is therefore emphasizing the need to increase efforts in gathering more

data on bridging resolution, in order to successfully perform bridging resolution in

the future. Some thoughts building up on that are presented in Chapter 8.
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8 Future Work

This chapter suggests different fields of possible future work to be considered.

Improve connectivity measures The variable importance analysis in Section 6.5.2

has shown that the argument-taking ratio as well as the semantic connectivity have a

great information value for both DIRNDL and GRAIN. One problem that occurred

during testing the systems was that the head of the phrase could not always be cor-

rectly classified. This naturally has a huge impact on the computation of the correct

connectivity score and will further impact the detection of the correct antecedent for

an anaphor. Using a dependency-parser and retrieving the head information from

this layer might improve the system’s performance. Currently, the heads are re-

trieved only on a rule-based basis. Furthermore, one could also develop experiments

on finding more suitable patterns when searching for potential anaphor-antecedent

co-occurrences.

Implement rules for world-knowledge and context dependent bridging The

features used in this thesis focus mainly on the type of bridging that was called pro-

totypical in Section 4.5.3. Prototypical bridging relations are more straightforward

to approach, since they are not text-dependent, but lexically defined, and hence it

is also more straightforward to engineer features, such as the semantic connectivity.

Unfortunately, as also seen from Section 4.5.3, bridging is a rather diverse phe-

nomenon and the prototypical bridging constitutes only roughly a third of the types

in GRAIN. This calls for a more general treatment of bridging, that not only sees

bridging as a lexical phenomenon, but also as context-dependent. It therefore could
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be helpful to perform a full-fledged information status classification first in order to

detect bridging anaphors and afterwards find ways to detect suitable antecedents

in a more general way. As for now, finding an antecedent in the rule-based system

very much depends on the type of bridging anaphor, while this might be actually to

limited. Also world-knowledge is not treated in this approach and needs appropriate

resources to cover it.

Implement rules for bridging anaphors with abstract antecedents Other types

of bridging not covered in the presented approach are bridging anaphors with ab-

stract antecedents, i.e. antecedents that are verb phrases, clauses or sentences. While

this phrases are technically part of the potential search space in both rule-based and

learning-based systems, these cases might need special treatment.

Use re-ranker for the rule-based system Experiment 2 on the oracle list evalua-

tion has shown that it might be beneficial to rank potential antecedents and re-rank

promising candidates. A global and probabilistic re-ranker with access to more com-

plicated features might be able to push the correct antecedent on the top of the

ranking, in order to give the rule-based system a last performance boost.

Use information structure for improved salience modeling Intuitively, salience

should play a major role in detecting the correct antecedent for an anaphor. Yet,

the modeling of salience in the presented approach is only very limited. GRAIN

currently obtains detailed annotation for information structure, covering information

about focus and background. Additional studies could be carried out, investigating,

if bridging antecedents are more likely to appear in the focus of a discourse. If

there exists a correlation, information structure might be a new, powerful feature

for inputting salience information into the systems.

Find better features Seemingly trivial, machine learning approaches rely heavily

on engineering suiting and informative features for a problem. The learning-based

results showed that the model is not able to use the given features in order to

successfully predict bridging pairs on a large scale. New features not yet thought of
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might be needed to capture properties of the admittedly complex bridging relations,

especially features of semantic nature. Furthermore, also certain syntactic properties

might be common for bridging anaphors and their antecedents, yet the exact nature

of the underlying syntactic properties is by no means clear at this point.

Use deep learning A lot of problems in bridging resolution stem from a lack of

available data. Also Hou et al. (2014) made this observation. The kind of problems

that arise are many-fold. Bridging is a discourse-dependent and inference-dependent

phenomenon. With limited amount of training data, a model is not able to draw

the appropriate generalizations. If one assumes that bridging obtains its meaning in

context, than a model can only learn from enough amount of such context. Deep

learning approaches have shown to handle logical inference-based problems quite

well (see Bowman et al., 2014). It is likely that neural networks will also be able to

capture the more subtle inferences that are drawn in bridging. Although, as long as

the amount of training data is as it is currently, deep learning-based experiments on

bridging resolution are far from being feasible.

More research on bridging and inference as a linguistic phenomenon As seen

from Chapter 2, even though sharing a common ground, the specific theories of

bridging in the research community can differ a lot. One part of the problem seems

to be that bridging is such a diverse phenomenon that it seems somewhat arbitrary

what to consider as bridging and what not. Also research about properties inher-

ent to bridging anaphors and antecedents would let research on bridging resolution

benefit a lot. Further linguistically motivated endeavors towards an understanding

of bridging seem inevitable.
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9 Conclusion

Bridging resolution proved to be a challenging task, requiring many different types

of bridging relations to be resolved. This stems from several factors. Annotation of

bridging is a challenging task to begin with, as can be seen from previous studies as

well as an inter-annotator agreement study, carried out in this thesis for GRAIN.

Furthermore, research on bridging is not consistent and it seems already difficult

to decide, what all constitutes as bridging in the first place. Results of an extended

rule-based system, which is based on Hou et al. (2014), therefore only showed limited

success in resolving bridging relations. An oracle analysis showed, that the rule-based

system often has no scope over the correct antecedent, calling for an improvement

of the used rules and implementation of new rules. Promising results were obtained

using a gradient-boosting system, showing that the future of bridging resolution

might lie in using powerful methods, such as neural networks, given that a sufficient

amount of training data is present. This is currently not the case.

Concluding the thesis, the questions of Chapter 1 are looked upon again and

concisely answered.

On question 1 What kind of challenges does a bridging resolution system face?

The systems face a lack of training data and features for consistently covering a

large variety of bridging phenomena.

On question 2 Are there special requirements for a bridging resolution system

when dealing with German and non-standard data?
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This seems to be the case, as using the systems on two different type of non-

standard corpora only achieved limited results.

On question 3 Building on Hou et al. (2014) – can learning-based systems be

successfully applied to bridging resolution?

This could be confirmed for DIRNDL, suggesting that more amount of training

data might additionally push the use of learning-based methods forward for bridging

resolution.
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